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Digital creativity, fuelled by widespread access to generative text-to-image models 

such as Dall-E and Midjourney (Anantrasirichai & Bull 2020), is supported by the 

growing development of the digital museum concept (Schweibenz 1998; Cameron 

2015). This umbrella term encompasses semantic and standardized models for the 

visualization and acquisition of descriptive metadata about collections (Manovich 

2011), including: new policies for accessing and sharing of information; the strategies 

for communication and interaction between the user-visitor and the museum-digital 

environment (Debono 2021); the adoption of languages and formats taken from 

gaming contexts to stimulate interactivity through virtual, augmented, or mixed reality 

techniques (Kenderdine 2021); the application of neural technologies that combine 

computer vision and machine learning for facial recognition and analysis of artworks 

(Snimen, Steels 2021). This multimedia landscape drives visitors to become embodied 

in the museum environment (Kenderdine 2015) as an extended place and not just a 

medium for accessing knowledge. The most digitally active museums have focused 

their strategy on the role of visitor-artwork interaction in activating cognitive processes 

based on co-creation mechanisms. User Generated Content relies on resources and 

applications to creatively relate and interpret the images of the artworks provided by 

the museum (Bertacchini et al 2012; Giannini, Bowen 2019). In this context, the 

algorithms of generative Artificial Intelligence (Goodfellow et al. 2014) are positioned 

as tools that, with a decisive boost from 2020, have become popular in museums, 

which have adopted them for educational purposes, encouraging their visitors to 

approach and rethink works of art through personalised prompts (Boden 2009). Extend 

the Art and the Cleveland Museum of Art's ArtLens for Slack are applications that aim 

to protect the authorship of works of art, stimulate creativity, and help the development 

of computer skills by generating prompts for text-to-image algorithms from images of 

artworks that are open access and in the public domain. This trend to remake artworks, 

already explored by Generative Art and AI Art (Kligemann 2020), thus finds in 

museums the drivers of human creativity, directing the massive collection and 



availability of data resulting from digitization strategies toward a process of 

reconceptualizing creativity itself.  

The paper aims at examining experimental approaches to the use of generative AI 

algorithms in museums, to explore the new relationship between image and text that 

has always been present in the history of art. It discusses models that move away from 

purely mimetic image generation to reflect on how prompts are written, given the 

limitations of AI models and their difficulty in returning subtle clues about concepts and 

meaning (Danesi 2022). Considerations will also focus on how the user's creativity 

affects the process of generating and selecting the output image (Franceschelli & 

Musolesi 2024); the importance of human agency and intentionality in assigning deep 

meaning to the resulting images as a meditation on the referential artwork; and finally, 

the capacity of the individual to adapt to new writing processes, as well as the AI 

systems to the user and his or her intentionality.  
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