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Neural Networks and Deep Learning have
impacted NLP in many ways …
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Fast development
and achievements!!



Awsome improvements in many tasks!

https://nlpprogress.com/english/sentiment_analysis.html

https://nlpprogress.com/english/sentiment_analysis.html


Tons of data, HPC and during many days!!



High cost on computation …



Tons of words …. clean and selected?



Only big players in the game …



But, still a lot to do with old technics …

• https://www.youtube.com/watch?v=e12danHhlic

Yoav Goldberg: The missing
elements in NLP (spaCy IRL 2019)

https://www.youtube.com/watch%3Fv=e12danHhlic


Research
Topics

• For low resourced languages, 
• Multilingual BERT has been proposed ..
• A transfer technology has been proposed, …
• Also for downstream tasks for domains with

particular terminology: health, law, … ?
• …



Obvious problem is how to cope with low-
resource cases?

Sennrich and Zhang, 2019, Revisiting Low-Resource
Neural Machine Translation: A Case Study

En 2018, DeepL published a BLEU of 33,3 and in 
2019 with BackTranslation the best model 35.



Is “Multilingual BERT” a solution?

FinBERT has been pre-trained on over 3 
billion tokens (24B characters) of Finnish
text drawn from news, online discussion, 

and internet crawls
https://github.com/TurkuNLP/FinBERT



German BERT has been trained with
1.826.856.564 words (approx.) and a single cloud
TPU v2 with standard settings.

multiclass and binary
sentiment

classification
NER Doc

classification

As a reference on CONLL03



What DL 
systems
learn? 

• DL are said to be able to select, on their 
own, the features that are relevant for a 
task on hand; 

• DL systems are trained as a Language Model 
(LM) or predictors of parts of sentences and 
as a Classifier for specific tasks.

• For LM, DL mostly use lots of raw data and 
build dense, real number-valued and 
distributed vectors; 

• DL systems for downstream tasks use 
previous pre-trained vectors and task 
specific annotated data and learn to relate 
them to cases of the task (millions of 
parameters or weights for the relations)



Is there a 
problem with
Deep 
Learning?

1) DL only works well with tones of 
raw data. Is this amount of data 
sufficient and necessary? 

2) Why? does DL learn abstract rules? 
Does it generalize? 

Language Resources are language 
specific information used to 
generalize, aren’t they needed 
anymore?



1) Is data enough?
Problems with word prediction in complex syntactic sentences 
cannot be overcomed by the model capacity or an increased corpus 
size. They conclude that reliable and data-efficient learning of syntax 
is likely to require external supervision signals or a stronger inductive 
bias. 
Schijndel, M.; Mueller, A. and Linzen, T. (2019) Quantity doesn’t buy 
quality syntax with neural language models. EMNLP 2019



Is data enough? Is it possible?
Tokens required: visualize the figure!



Tons of data and more for domain adaptation
Yogatama et al. 2019
• Number of additional training examples for a domain task, that is: 

how much information from generic training is reused for a domain
task. 
• 400,000



2) Learning the rule vs. Learning the
distribution of the dataset

G. Marcus’ example about rule 
learning

1010 => 1010
1110 => 1110
1000 => 1000
1001 => 1000

Lake and Baroni (2018) 
Currently DL cannot work compositionally! 



New research
lines

1. Do DL systems select linguistically motivated 
features? 

2. Are they able to generalize, i.e. forgetting 
what is not relevant for creating abstract 
categories?

• Why are these questions relevant for the 
Language Resources community? 

Because LR were used to gain in generalization: 
linguistic abstract categories to support language 
understanding tasks.  



Methods

Probing tasks or diagnostic
classifiers

Language understanding tasks

Techniques to visualize
information



Probing tasks
or diagnosis 
classifiers

• Adi et al. (2017) trained classifiers with word embeddings --
CBOW and LSTM autoencoder – and predicted
characteristics of the senetences like length, word content 
and word order. 

Data: 1M sentences from Wikipedia and ad-hoc data. 

• Conneau et al. (2018) introduced ten new tasks organized 
by the type of linguistic properties. They got sentence 
representations from different encoders and used them to 
train specialized classifiers for the probing tasks and 
confirmed that embeddings capture features like tense and 
number, depth of syntactic structure, etc.

Datos: Toronto Book Corpus,  training with 100k sentences and 
10k sentences for validating each task. 



Linzen et al. (2016) measured
whether LM’s predictions, obtained
with a LSTM, reflect a correct
analysis of sentence structure
(syntax) by comparing the
probability to sentences differing
only in gramaticality.

Data: 1.35M Wikipedia (9% for
training)

http://tallinzen. 
net/projects/lstm_agreement

Accuracy decreases
when distracting
nouns are between
the head of the
subject and the verb, 
specially in relative
clauses (Marvin and 
Linzen, 2018) 



Probing tasks: Classifying relations
by the distance2 between word pairs
Coenen et al. (2019) 

Labelled embeddings with BERT-base used to train a L2 
regularized linear multiclass classifier to predict the type of 
dependency relation between two tokens. 
Data: 3.1 million dependency relations got from Penn Treebank



Probing tasks: Datasets to test the actual 
performance of bilingual lexicon induction

Czarnowska et al.  (2019) 
introduce a new 
resource: 40 
morphologically
complete dictionaries for
5 Slavic and 5 Romance 
languages which contain
the inflectional paradigm
of every word they hold. 
They provide an upper
bound for the
performance on the
generalization task. 



Probing tasks
(LM probability 
assignment)

• Gulordava et al. (2018) creating comparable 
grammatical but non-sense sentences like “Green 
ideas sleep…” making sure that only syntactic 
information is considered.

Data: training with Wikipedia and validating with 
Universal Dependencies Treebank data. 
https://github.com/ 
facebookresearch/colorlessgreenRNNs. 

• Marvin and Linzen (2018) check whether a ML-LSTM 
assigns less probability to a ungramatical sentence
than to a gramatical one for agreement, reflexive
anaphora and negative polarity elements. 

Data: automatically building a resource made of 
sentence pairs: gramatical and ungrammatical. 
https://github.com/BeckyMarvin/LM_syneval.



Probing tasks (LM) Marvin & Linzen (2018)



Probing tasks (LM) with BERT

Goldberg, Y. Assessing
BERT’s Syntactic Abilities. 
(2019) with Marvin & 
Linzen (2018). 

. Less data

. BERT sees the whole
sentence
. Trained with larger corpus



Schijndel, M.; Mueller, A. and Linzen, T. (2019) Quantity doesn’t buy 
quality syntax with neural language models. EMNLP 2019

RNN and Transformers (non-recurrent self attention) learn to 
predict upcoming words well, on average, but in sintactically

complex sentences. 



Natural 
Language
Understanding
tasks: NL 
Inference

• Wang et al. (2018) evaluate NLI with similar sentences 
that have different inferences (GLUE platform).  

Data: Developed “Test-suites”: 550 sentence pairs (reddit, 
facebook, etc.) with different linguistic phenomena: 
universal quantification, negation and double negation, 
correference, etc.

• McCoy et al. (2019) built datasets to evaluate whether a 
NLI  system is learning superficial heuristics, for instance 
the number of words that are repeated in the premise 
and the hypothesis. 

Data: HANS, a dataset to check specific cases of possible 
heuristics. 10.000 samples for each heuristic. 



Examples from McCoy et al. (2019)



McCoy et al. (2019) Results



Conclusions about DL capacities?

• Not yet … sorry!
• Thinking …  has BERT learnt the rule?
• Better wait for Bengio’s “concious module?” 

G. Marcus’ example about rule 
learning

1010 => 1010
1110 => 1110
1000 => 1000
1001 => 1000



I’m surprised! 



Linguistic view? The role of ‘stop words’



Some open questions …
• Traditional linguistically motivated questions about the expected capabilities of a linguistic processor could 

be expressed as: 
• Does the method capture relations between words, that is, do the method capture linguistic structures? 

How different are the representations of the following sentences?
• The dog chased the cat
• The dog that we saw yesterday chased the cat
• The dog chased the cat that we saw yesterday

• Does the method capture phrase and sentence meaning relations beyond lexical similarity? Are similarities 
between active, passive, interrogative or cleft sentences represented consistently?  
• The dog chased the cat
• The cat was chased by the dog
• Did the dog chased the cat?
• It was the dog that chased the cat!
• It was the cat that was chased by the dog!

• Does the method represent differently well-formed and ill-formed sentences? 
• The girl walked along the path
• *The girl walking along the path
• The girl walking along the path was my daughter



But good news for LR’s: 
datasets wanted! More languages!!!

• Datasets (LRs) to evaluate (validate) linguistic capacities of DL systems
in different languages
• Datasets (LRs) that must be annotated accurately to provide insights

about different linguistic phenomena
• Datasets (LRs) to train systems, in particular adversarial data to bias

or unbias and improve results

• … 



Data sets survey
(Belinkov and 
Glass, 2019)



Research lines!!

• Assess the capacities of DL systems to reduce the dependency of 
tones of data,
• Designing linguistic tasks and linguistic insights (like the role of 

grammatical words) and selecting/building datasets for specific 
experiments. 
• How quickly producing focussed evaluation datasets?
• Can synthetic data be used for better training? Unbiass … 



How to generate synthetic data?

• Kuhnle y Copestake (2018) used a large symbolic computational 
grammar (ERG) to generate evaluation data
• Ribeiro et al. (2018) used paraphrases generation techniques with 

NMT systems in order to check hypersensibility: all the paraphrases 
must deliver the same results. 
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