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INTRODUCTION

Tue Time, Prace, aAND NATURE OF THE CONFERENCE

The Proceedings consist of two volumes containing the texts of
all the papers accepted for the 5th International Conference on Com-
putational Linguistics, which tock place at Pisa from 27 August to
1 September 1973 and was held in the Palazzoe della Sapienza, the center
of the University. The conference was sponsored by the Consiglio Na-
zionale delle Ricerche (CNR), the Centro Nazienale Universitario di Cal-
colo Elettronico (CNUCE), the University of Pisa, and the IBM Scien-
fic Center of Pisa.

In his preface, B, Vauquois, President of the International Committes
on Computational Linguistics, has described the history of the previous
conferences, and H. Karlgren, President of the Program Committee,
has explained the principles which were adopted in the choice and the
division of the papers. [t is my task to describe briefly the organizational
aspects of the conference. First of all, however, I should like to make
a few observations concerning its content in relation to recent devel-
opments in the area of automated language processing (ALP). I use chis
term rather than computational linguistics as it is far more general in
its implications, encompassing all studics, theoretical or applied, on the
use of computers or computational techniques in the processing of
natural language.! I consider computational linguistics to be a subset

of ALP, a subset to which I shall refer by the abbreviation CL.

1 See, for example, S. Lass, The Digital Computer as an Aid in Linguistics, « Language »,
xxxvn (1961) 3, pp. 382-412, also Lingiistic Data Processing, in D, Hymes {ed.), The
Use of Computers in Amthropolegy, The Hague, 1965, pp. 159-188; . Garpm, A Typelogy
af the Computer Uses in Anthropology, thid., pp. 103-117. P. L. Gagvid, Computer Partic-
ipation in Linguistic Researchr, « Language », xxxvin (1962) 4, pp.385-38%; C. A. Mont=-
GOMERY, The 1969 Intemational Conference on Computational Linguistics: A Progress Report,
« Computers and the Humanitiess, s (1970) 3, pp. 193-198; D). G. Hays, Applied Compu-
tational Linguistics, in G. E. Pergen, J. L. M, Trem {eds.), Applications of Linpuistics, Cam-
bridge Universicy Press, 1971, pp. 64-84, and also The Field and Scope of Computational
Lingutitics, « The Finite Strings, m¢ (1972) 910, pp. 1-6; K. F. Barwes, Jr, Compu-
fational Linguistics and Linguistics, in Research Trends in Compufational Linguistics {Centre
for Applied Linguistics, Arlington, Virginia, 1972), pp. 1<6; and, in particular, the chap-
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The complementary subset of computational linguistics (CL) is
oiven the abbreviation TP, where TP is formed from the expression
fext processing which designs the nucleus of that subset.? Using these
abbreviations we can obtain the equation TP = ALP - CL. Obviously,
it is not possible to define clearly the boundary lines between CL and
TP. CL acdwvitics, which are focused on linguistic algorithms, are prin-
cipally dirccted towards the study of linguistic models, and in general,
towards the formalization, representation, and caleulus of linguistic
structures. TP activities are mainly concerned with the processing of
collections of language data, wsually large, very often for purposes
of reorganization, extraction, summarization, ete. of some linguistic
elements of the text, designated at the ‘surface ” level, i.e, distinguished
by shape or code pattern.

It seems to me that one of the most valuable aspects of the 5th ICCL
was that it, for the first time, intentionally, officially, and successfully
brought together the experts from these two fields? It could be said
that the 5th ICCL underlined the complementary aspects of CLand TP

ters dedicated to Automated Languape Procesing in the Asmuwal Review of Information
Science and Technolopy, edited by Cartos A, Cuanma; attention is specially drawn to the
article by 1. Warker in Volume B (1973), pp. 67-119, and the forthcoming article by
E.]. DaMERARL.

% T take these two terms from the above article by 1. Walker which was published
aboot the same time as the Sth KCCL (1973).

# See the Call for Papers of the 1973 International Conference on Computational
Linguistios.
The lectures will be concemned mainly with the following topics:

a) Informatié systems for the analysis and generation of linguistic structures.
These systems can consist either of oaly o deseription language or ean also contain the
exploitation algorithm,

b} Practical experience of automatic treatment with the use of the preceding tools
(analysis, generation of natural langoages, man-machine communication, guestion-
answering systems, mechanical translation, information retrieval, etc).

¢y Informatic systems for the analysis of texts and of lingwstic daga.

d) Practical experience of analysis of texes and linguistic data in various fields
af linguistics and humanities (historical linguistics, lexdenlopy, lexicography, terminology.
quantitative linguistics, stilometry, stylistics, philolegy, texrual criticism, dialectology,
translation, popular traditions, documentary analysis of texes, psycholinguistics, ete.).

* The choice of topics announced in the Call for Papers for Cotne 76, the 6th
International Conference on Computational Linguistics, which will take place-at O
taws in the summer of 1976, substantially confirms the dmeliness of this broadening
of scope.

The following themes have been chosen for sections of the program:

1. General problems and methods of computational linguistics from the linguistic,
the mathematical and the computational points of view.

2. Computational semantics I: deductive logic and artificial intelligence systems.
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From a theoretical point of view, it must be remembered that many
rescarch projects currently in progress in TP are aimed at extracting,
from linguistic facts, data and information which constitute the pri-
mary material that must be considered in theories and models of CL.
At tmes, mformation obtamed on the statstical and lexical compo-
sition of specific corpora is also used in the construction of algorithms
and in the choice of working strategies for systems in CL; reference
can be made, for example, to the use of statistical methods in several
speech understanding systems or in some projects for machine trans-
lation. From an operational point of view, typical TP procedures
include some erucial operations on the texts or data which are subscan-
tially the same as some of those requested from some components of
typical systems in CL. Two of the more obvious examples are morpho-
logical analysis and the distinguishing of homographs for lemmati-
Zation.

The fact that these operations in TP are still performed manually
is partly because of the inadequacies of the components of the CL sy-
stems in analysing, in a satisfactory manner, the variety and complexity
of the texts and data usually processed in TP, but it is also a resule of
the lack of exchange of information and collaboration among researchers
m the two ficlds, Those who have worked for some time in TP, howe-
ever, are well aware of the fact that the development of applications
according to the *classic” methods and techniques of the 1950s and
1960s has reached saturation point. If we continue to use current meth-
ods, according to the current rules of the game (for example: process-
ing, at a simple graphemic level, millions of running words, in arder
to produce frequency counts, concordances, lexical cards, etc., without
any linguistic analysis), real prospects of development do not exist.
Although the speed of the computer is continually being increased
and programs are becoming more sophisticated, lexicographers and
linguists are not able to profit from these facts proportionally because
current methodology already produces much more data than any rea-

3. Computational semantics I1: semantics of natural languages.

4. Automatic syntactic parsing and synthesis of patural languages. Information
retrieval, Man-machine communication.

5. Computational lexicography and styhstics, including concordances and sta-
tistical studies.

6. Speech recognition and synthesis; graphemics, including character recognition;
language-graphics interfaces.

7. Machine translation and machine-aided translation; awtomated terminclogy
dicrionarics.
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sonably sized team of linguists could possibly analyse, working accord-
ing to current procedures. If the analysing operations are left to 2 suc-
cessive phase, this would not alleviate the problem as it is not clear
how we can resolve the enormous operational difficulties which are
due to the sheer quantity of the documentation and material gathered.

It is a fact that after the 2nd International Summer School at Pisa
(1972) where the participants were exposed at the same time to courses
on both computer-aided lexicography and parser principles and tech-
niques, attempts were multiplied to use the methods and techniques,
studied by CL, in the field of TP, obviously with all the precautions,
simplifications, and the limits imposed by the extent of the materials
to be processed. An example which can be cited is the system for the
automatic distinguishing, in large corpora, of homographs among the
various parts of speech,

It is significant that this new attitude is shown above all in the field
of the analysis of texts for lexicographical, statistical, stylistic, and literary
studies. It is seen that in many of the papers in the sections of these
Proceedings on text corpus editing, text comparison, and grammatical anal-
ysis, there 15 evidence of developments which would have been diffi-
cult to have foreseen only two or three years ago.

This trend can easily be detected also in the papers in the section on
teating extraction. It is well known that the difference between automa-
tic translation and automatic documentacion is that, in the latter, sim-
ple and well known surface working methods are able to offer an ac-
ceptable rendering, even if the process of textual analysis does not pro-
duce a linguistically adequate representation of the syntactic and se-
mantic structure of sentences and paragraphs. Nevertheless, it secms
clear that the possibility of applying linguistic knowledge to extract
and represent, at least locally and partially, the structure and/or mean-
ing of clauses and sentences, makes it possible to increase the efficiency
of algorithms and retrieval strategies.

There is no doubt, however, that the natural meeting point for CL
and TP is that represented by the lexicology section. On the one hand,
the linguistic schools have recently formulated new abstract lexical
maodels, thus enriching the already outstanding tradition of lexicology,
particularly strong in Europe. On the other hand, in lexicography,
attempts are being made to clarify the theoretical premises with the
declared intention of transforming lexicography from an *art’ or tech-
nique ” to an “applied science '. Projects in which great machine dic-
tionaries are planned should be considered within such a framework, A
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machine dictionary is seen as an archive which is suitable for registering
the body of knowledge produced by linguistic research in its dynamic
development. This knowledge can be incorporated, for example, under
the form of syntactic semantic features, relationships of synonymy and
antonymy, codes of semantic fields, case structures, possible construc-
tions, rules of sclection and co-occurrence, and must be able to be
modified allowing both for the evolution of linguistic theories and the
incorporation of additional data coming from the corpus. The fre-
quencies of various linpuistic units within the texts are recorded in
the machine dictionary. These frequencies should permit an attempt
to set up, on an inductive basis, the identification on the dischronic
and synchronic axes of subscts of texts of quantitative homogeneous
characteristics. Only in this way would it be possible to establish on
a sounder basis the field of linguistic statistics which is to some extent
in a state of theoretical crisis today despite the advances in technology.

With regard to grammatical analpsis, automatic morphological
analysis scems to have reached an advanced stage of development both
in the optimization of algorithms and the extension of the lexicon
covered in various languages.

As far as symtax is concerned, parsing systems are influenced by the
general situation of transformational grammars. As is well known, a
universally accepted model does not exist, and transformatonalises
usually limit themselves to the consideration of restricted even if highly
complex groups of phenomena, each one proposing ad e modifi-
cations to the theory instead of clearly defming and completely spee-
iftying a class of grammars. The studies on augmented transition net-
works are probably the most relevant contribution in this field of CL,
cven at the theoretical level.

The situation 15 more favourable in a cereain sense, however, for
the development of algorithms which automatically generate sequences
i the languagL of a given grammar from initial structures. These are
useful both in "-"':'_:rlf‘:.-!tt"? the generative power of a grammar and in the
debugging of errors in the writing of a sct of rules, as described in the
section on festing and simnlation,

The papers in the section on the study of formal properties show how
these studies have been gradually widened to cover all the wvarious
levels of linguistics: phonological, morphological, syntactic, and se-
mantic.

In the section on discovery procedures, the well known debate on the
possibility of automating discovery procedures in linguistics was not
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emphasized as on other occasions. Instead, the papers give concrete
examples of computational procedures which can be of great assistance
at the heuristic level of research projects.

In the translation section, the renewed theoretical involvement of
the teams which continue to work in this much discussed field is learly
shown.

As 1 have already stated, the meeting of these carrying out research
m the fields of CL and TP was one notable feature of the conference:
the other was the emphasis placed on the area of semantics which was
the theme of the two invited papers and also appeared as a topic in
many papers, cven those not mcluded in the section on semantical
calenlys. The interest in semantic and pragmatic studies has been char-
acteristic of the principal schools of theoretical linguistics in the early
1970s. The discussions on the problems of constructing and modelling
Cintelligent” natural language understanding systems by those working
in the ficlds of cognitive psychology, linguistics, information science,
and artificial intelligence, have led to exciting new developments in our
understanding of the faculté de langage. The 5th ICCL has probably
provided the first official forum for the description of such researches
which produces a new set of tools and knowledge in the field of natural
inference, semantics formalization, knowledge representation, memory
models, ete. Such a conceptual framework emerging into CL from
the field of artificial intelligence is beginning to have an influence on
the theoretical positions of the schools of contemporary linguistics:
influence which seems to be much stronger and more profound than
that of CL in the past. Tn one sense it is possible to say that, at least as
far as this field is concerned, the traditional relationship between lin-
guistics and CL, which sees CL as applying already formed linguistic
theories, or at most attempting to give a complete specification of them,
is being changed: linguistics is receiving new ideas and suggestions from
developments in CL and artificial intelligence,

OrcANIZATION OF THE CONFERENCE

Pe:rr!.r'ca}m?r:s

There were 328 scholars from 34 countries who participated in the
Conference. Some: of these countries were represented for the first time
at an ICCL mccting, Participants were from the following countries:
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Australia 1, Austria 2, Belgium 12, Bulgaria 3, Canada 16, Czechoslo-
vakia 5, Denmark 6, Finland 3, France 43, Germany 66, Greece 1,
Holland 9, Hong Kong 1, Hungary 7, India 2, Israel 2, ltaly 61, Ivory
Coast 1, Japan 3, Norway 6, Poland 3, Portugal 2, Republic of Zaire
1, Rumania 2, South Africa 1, Spain 6, Sweden 8, Switzerland 5, Turkey
1, Urnguay 1, United Kingdom 15, USA 25, USSR 5, and Yugoslavia

3. Attendance was nearly double that of previous meetings.

Program

The texts received in response to the Call for Papers published in
February 1973 were submitted to the scrutiny of the Program Com-
mittee (see p. v) which accepred 111 papers.

In the opening ceremony, which took place on the morning of
27 August, speeches were made by G. Scaramuzzi on behalf of the
University of Pisa, G. Capriz on behalf of CNR,, T. Bolelli on behalf
of the Comitato Scientifico, G. Torrigiani on behalf of CNUCE, and
B. Vauguois on behalf of the International Committee on Computa-
tional Linguistics. (Transcripts of their speeches can be found on
pp. xxm-xxxvi). Following the reception offered by the University of
Pisa, the two invited papers were read in a plenary session which was
presided over by C. G. Cecioni who welcomed the participants on
behalf of the Comitato Nazionale per le Stienze Storiche, Filosofiche ¢
Filologiche of CINR.. In order that all of the 110 accepred papers counld
be presented within the tme allotted, two parallel sessions were con-
ducted throughout the duration of the conference. Each commumi-
cation was allowed 30 or 40 minutes according to the degree of gener-
ality of its content. August 29 was devoted to a sight-seeing visit of
Volterra with a formal welcome by the Mayor of that city. The Mayor
of Pisa received the participants in the Sala delle Baleari on the evening
of 30 August. C. A, Mastrelli, President of the Societd Italiana di Glot-
tologia, welcomed the participants on behalf of Ttalian linguists and
the Accademia della Crusca. An organ recital was held in the Chiesa
dei Cavalieri for the benefit of the participants on the evening of 30
August. At the concluding banguet, on the evening of 1 September,
T. Bolelli greeted the participants on behalf of the Rector of the Uni-
versity of Pisa, B. Vaugquois, as President of the International Com-
mittee on Computational Linguistics, closed the conference.

Throughout the conference, the CNUCE computers, in particular
the IBM 360/67 and the IBM 370155, were at the disposal of the
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participants for demonstrations and other work. In fact, the programs
described in the papers of L. Batori, ]. Courtin and G. Veillon, B. Henisz-
Dostert and F. B. Thompson, G. Ferrari, M, Quézel-Ambrimaz and
P. Guillaume, M. Pécheux, C. Cipolli and A. Calabrese, were all de-
monstrated on the compiiter.

ORGANIZATION OF THE PROCEEDINGS

The Proceedings are published in two volumes which contain the
texts of the two invited papers and all the papers accepted for the con-
ference, including those whose authors were unable to attend at the
last moment.

The Program Committee grouped the presentations into eleven
SESSIONS ]

I Study of Formal Properties

II Testing and Simulation

[0 Discovery Procedures

IV Lexicology

V  Text Corpus Editing

VI Semantical Calculus

VIL - Quantitative Description of Language Systems
VIII  Grammatical Analysis

[X  Meaning Extraction

X Translation

IA  Text Comparison

The first volume of the Proceedings consists of sessions 1 to vi:
the second volume contains sessions vir to x1. The two invited papers
(I A. Mel¢uk and W. A, Woods) were included in sessions vmr and
vi, tespectively. Within each session the papers have been printed in
alphabetical order of the authors’ names (the name of the first author
has been used in cases where there was more than one), Each volume
has an index of the papers contained within that volume and, in addi-
tion, Volume 2 has a general index. As far the rules and criteria, which
guided the Program Commicee mn their decisions, reference should
be made to the preface by its President H. Karlgren. A brief index
of themes, compiled with many suggestions from H. Eggers and A.
Tomberg, can also be found at the end of the second volume. This
list makes no attempt at classification and serves only ta assist the reader
in finding certain topics.
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A, ZAMPOLLI
Pisa, 1 Qctober 1973¢

5 The correction of the first and second proofs was entrusted to students at the Uni-
versity of Pisa. The third proofs, however, were sent to the authors in order to receive
their final approval.

f The notes have been zdded after this date.



