Understanding and Measuring Morphological Complexity

Edited by
MATTHEW BAERMAN, DUNSTAN BROWN, AND GREVILLE G. CORBETT

OXFORD UNIVERSITY PRESS
Contents

List of Figures and Tables vii
List of Abbreviations xi
List of Contributors xiii

Part I. What is Morphological Complexity?
1 Understanding and measuring morphological complexity: An introduction 3
   Matthew Baerman, Dunstan Brown, and Greville G. Corbett
2 Dimensions of morphological complexity 11
   Stephen R. Anderson

Part II. Understanding Complexity
3 Rhizomorphomes, meromorphomes, and metamorphomes 29
   Erich R. Round
4 Morphological opacity: Rules of referral in Kanum verbs 53
   Mark Donohue
5 Morphological complexity à la Oneida 69
   Jean-Pierre Koenig and Karin Michelson
6 Gender–number marking in Archi: Small is complex 93
   Marina Chumakina and Greville G. Corbett

Part III. Measuring Complexity
7 Contrasting modes of representation for inflectional systems: Some implications for computing morphological complexity 119
   Gregory Stump and Raphael A. Finkel
8 Computational complexity of abstractive morphology 141
   Vito Pirrelli, Marcello Ferro, and Claudia Marzi
9 Patterns of syncretism and paradigm complexity: The case of Old and Middle Indic declension 167
   Paolo Milizia
Computational complexity of abstractive morphology

VITO PIRRELLI, MARCELLO FERRO, AND CLAUDIA MARZI

8.1 Introduction

In a constructive perspective on morphological theorizing, roots and affixes are the basic building blocks of morphological competence, on the assumption that the lexicon is largely redundancy-free. The speaker, having identified the parts of a word form, proceeds to discard the full form from the lexicon. Fully inflected forms are parsed (in word recognition) or generated (in word production) on line from their building blocks. This is in sharp contrast with a second type of perspective, named abstractive, which treats word forms as basic units and their recurrent parts as abstractions over full forms. According to this perspective, full forms are the founding units of morphological processing, with sub-lexical units resulting from the application of morphological processes to full forms. Learning the morphology of a language thus amounts to learning relations between fully stored word forms, which are concurrently available in the speaker’s mental lexicon and jointly facilitate processing of morphologically related forms.

The essential distinction between constructive and abstractive approaches (due to Blevins 2006) is not coextensive with the opposition between morpheme-based and word-based views of morphology. There is an obvious sense in which constructive approaches are morph-based, as they rely on the combination of minimal sub-lexical units. On the other hand, abstractive approaches are typically word-based, since words are taken to be essential to morphological generalizations. However, one can endorse an abstractive view of morphologically complex words as being internally structured into recognizable constituent parts. According to this view, constituent parts are analysed as ‘emergent’ from independent principles of lexical organization, whereby full lexical forms are redundantly stored and mutually related through entailment.
relations (Matthews 1991, Corbett and Fraser 1993, Pirrelli 2000, Burzio 2004, Booij 2010). Conversely, a constructive orientation can underlie a word-based view of morphological structure. This is the case of Stump’s notion of ‘paradigm function’ (Stump 2001), mapping the root of a lexeme and a set of morphosyntactic properties onto the paradigm cell occupied by an inflected form of the lexeme.

More importantly for our present purposes, the two views are also orthogonal to the distinction between symbolic (or rule-based) and sub-symbolic (or neurally inspired) word processing. First, we observe that, in spite of their being heralded as champions of the associative view on morphological structure, the way connectionist neural networks have been used to model morphology learning adheres, in fact, to a strictly derivational view of morphological relations, according to which a fully inflected form is always produced (or analysed) on the basis of a unique, underlying lexical form. By modelling inflection as a phonological mapping function from a lexical base to its range of inflected forms, connectionist architectures are closer to a rule-free variant of the classical constructive view, than to associative models of the mental lexicon. Conversely, according to Albright and Hayes’ Minimal Generalization algorithm (2003), speakers conservatively develop structure-based rules of mapping between fully inflected forms. These patterns are based on a cautious inductive generalization procedure: speakers are confident in extending a morphological pattern to other forms to the extent that (i) the pattern obtains for many existing word forms, (ii) there is a context-similarity between words that comply with the pattern, and (iii) there is a context-difference between those word forms and word forms that take other patterns. Accordingly, the speaker’s knowledge of word structure is more akin to one dynamic set of relations among fully inflected forms, in line with an overall abstractive approach.1

Finally, the separation line between constructive and abstractive views has little to do with the controversy over the psychological reality of morpheme-like units. Constructivists tend to emphasize the role of morphs in both morphology acquisition and processing, whereas in the abstractive view morphs emerge as abstractions over full forms. In fact, we take it to be one of the most important contributions of emergentist approaches to language inquiry the observation that self-organization effects provide an explanatory basis for important aspects of language knowledge. We shall show that self-organization is a determinant of lexical competence and that emergent morphological patterns do play an important role in word processing and acquisition.

1 In fact, the sheer number of leading forms which need to be learned for a speaker to be able to master an entire paradigm is not a defining feature of abstractive approaches. In simple inflectional systems, a single form may well be sufficient to produce all remaining forms of the same paradigm. The computational question of how many different forms are needed to predict the entire range of formal variation expressed by a specific paradigm or by a class of morphologically related paradigms has lately been addressed on either information-theoretic (conditional entropy of cells and paradigms, Moscoso del Prado Martin et al. 2004) or set-theoretic grounds (see Stump and Finkel’s contribution to the present volume).
It could be tempting to suggest that the abstractive and constructive views just represent two complementary modes of word processing: (i) a production mode for the constructive perspective, assembling sub-lexical bits into lexical wholes, and (ii) a recognition mode for the abstractive perspective, splitting morphologically complex words into their most recurrent constituent morphs. Blevins (2006) shows that this is not true empirically, as the two approaches lead to very different implications (such as the ‘abstractive’ possibility for a word form to have multiple bases or ‘split-base effect’) and allow for a different range of representational statements (e.g. the sharp separation between actual data and abstract patterns arising from data in the constructive approach).

In this chapter, we intend to show that the two views are also computationally different. We contend that a number of problems arising in connection with a sub-symbolic implementation of the constructive view are tackled effectively, or disappear altogether, in a neurally inspired implementation of the associative framework, resting on key-notions such as self-organization and emergence. In particular, we will first go over some algebraic prerequisites of morphological processing and acquisition that, according to Marcus (2001), perceptron-like neural networks are known to meet to a limited extent only (section 8.2). A particular variant of Kohonen’s Self-Organizing Maps (2001) is then introduced to explore and assess the implications of a radically abstractive approach in terms of its computational complexity (section 8.3). Experimental data are also shown to provide a quantitative assessment of these implications (section 8.4). Finally, some general conclusions are drawn (section 8.5).

### 8.2 The algebraic basis of constructive morphology

Marcus (2001) introduces a number of criterial properties defining any descriptively adequate morphological system.

First, the system must have a way to distinguish variables from instances, to be able to make such a simple statement as ‘play is an English verb stem’, where play is a constant and stem is a variable which can be assigned any English verb stem. As we shall see, such a distinction is essential to capture the intuitive notion of repetition of the same symbol within a string, as when we say that the string pop contains two instances (tokens) of the same p (type). Second, a proper morphological system must avail itself of the formal means to represent abstract relationships between variables. Even the most straightforward default rule-like statement such as the following

\begin{equation}
\text{PROGR}(Y) = Y + \text{ing},
\end{equation}

meaning that a progressive verb form in English is built by affixing ing after any verb stem Y, requires specification of two relations: (i) an identity relation between the
lexical root $Y$ to the left of ‘$=$’ and the stem $Y$ in the right-hand side of the equation,\(^2\) and (ii) the ordering relation between the stem and the progressive inflectional ending -ing. Third, there must be a way to bind a particular instance (a constant value) to a given variable. For example, $Y$ in (i) can be assigned a specific value (e.g. the individual stem play to yield the form playing), as the output of the concatenation operation expressed by ‘$+$’. Fourth, the system must be able to apply operations to arbitrary instances of a variable. For example, a concatenation operation must be able to combine ing with any input value assigned to $Y$, unless $Y$’s domain is otherwise constrained. Finally, the system must have a way to extract relations between variables like (i), on the basis of training examples (walking, sleeping, playing, etc.). Marcus goes on to argue that any morphological system must be able to meet these prerequisites, irrespective of whether it is implemented symbolically as a rule-based processor, or sub-symbolically, as a neurally inspired artificial network. In fact, traditional connectionist models of morphological competence are taken by Marcus to fail to meet at least some of these prerequisites. What is called by Rosenblatt (1962: 73) ‘a sort of exhaustive rote-learning procedure’, in which every single case of a general relation must be learned individually, appears to be an essential feature of perceptron-like artificial neural networks. Such a characteristic behaviour extends to the family of multi-layered perceptrons classically used to simulate morphology learning. The consequences of this limitation are far-reaching, as detailed in the ensuing sections.

8.2.1 Binding

In a multi-layered perceptron, a variable (or type)—say the letter $p$—can be represented by a single node or, alternatively, by a distributed pattern of nodes, on the input layer. A single instantiation of a $p$ in a string like put is encoded on the input layer by activating the corresponding node(s). We say that an instance of $p$ is bound to its type node(s) through node’s activation. However, for a string like pop to be properly encoded, two instances of $p$ must be distinguished—say $p_{-1}$ (or $p$ in first position) and $p_{-3}$ (or $p$ in third position). Activating the same $p$ node twice would not do, as the whole string is encoded as an integrated activation pattern, where all nodes representing input letters are activated concurrently. Logically, the problem amounts to binding the input layer node (the type letter) to a specific individual, a letter token. When it comes to representing words, a token can be identified uniquely by specifying its type together with the token’s position in the word string. In this context, the solution to the binding problem amounts to assigning a specific order relationship to a given type. A traditional strategy for doing this with neural networks is known as conjunctive coding.

\(^2\) Computationally, this can be implemented by introducing a copy operator, replicating the content of a given memory register into another register, irrespective of the particular nature of such content. As we shall see later on, this is not the only possible computational interpretation of equation (i).
8.2.2 Coding
In conjunctive coding (Coltheart et al. 2001, Harm and Seidenberg 1999, McClelland and Rumelhart 1981, Perry et al. 2007, Plaut et al. 1996), a word form like *pop* is represented through a set of context-sensitive nodes. Each such node ties a letter to a specific serial position (e.g. \{P_1, O_2, P_3\}), as in so-called positional coding or, alternatively, to a specific letter cluster (e.g. \{PO, OPO, OPO\}), as is customary in so-called Wickel coding. Positional coding makes it difficult to generalize knowledge about phonemes or letters across positions (Plaut et al. 1996, Whitney 2001) and to align positions across word forms of differing lengths (Davis and Bowers 2004), as with *book* and *handbook*. The use of Wickel coding, on the other hand, while avoiding some problems of positional coding, causes an acquisitional dead-lock. Speakers of different languages are known to exhibit differential sensitivity to symbol patterns. If such patterns are hard-wired in the input layer, the same processing architecture cannot be used to deal with languages exhibiting differential constraints on sounds or letters.

8.2.3 Relations and the problem of variables
Consider the problem of providing a neurally inspired version of the relation expressed in (1). The equation conveys an identity mapping between the lexical base in PROGR(Y) and the verb stem Y to the right of ‘=’. A universally quantified relation of this kind is common to a variety of default mapping relations holding in the morphologies of virtually any language. Besides, this sort of free generalization seems to be a fundamental feature of human classificatory behaviour. Straightforward linguistic evidence that people freely generalize universally quantified one-to-one mappings comes from morphological reduplication (or immediate repetition), as found in Indonesian pluralization, whereby the plural of *buku* (‘book’) is *buku-buku*. Reduplication patterns like this have quite early roots in language development. Seven-month-old infants are demonstrably able to extract an underlying abstract structure from two minutes’ exposure to made-up syllabic sequences cast into an AAB pattern (*ga-ga-na*, *li-li-ti*, etc.) and to tell this habituation structure from other test patterns containing repetitions in different positions (e.g. *ABB*) (Saffran et al. 1996, Marcus et al. 1999, Gerken 2006).

A one-to-one mapping function can easily be implemented in a network that uses one node to represent each variable (Figure 8.1, left). The model can freely generalize an identity relation by setting the connection weight to 1. However, it is not at all clear how a one-node-per-variable solution can represent the highly nonlinear types of morphological exponence abundantly documented in the literature (see Anderson, section 2.2, this volume for a thorough discussion), such as stem-internal vowel alternation in base/past-tense English pairs such as *ring–rang*, *bring–brought*, and *hang–hung* where different mapping functions are required depending
on both the vowel and its surrounding context. A descriptively more adequate solution is provided by a many-nodes-per-variable perceptron, where each node represents a specific value assigned to each variable, and different connections emanating from the same node can either enforce an identity relation (Figure 8.1, centre) or make room for other mapping relations, with hidden layer units accounting for inter-node influences (Figure 8.1, right). However more flexible, a many-node-per-variable perceptron, when trained by back-propagation, can learn a universally quantified one-to-one mapping relation only if it sees this relation illustrated with respect to each possible input and output node (Marcus 2001). Back to Figure 8.1 (centre), a perceptron trained on ‘8’, ‘4’, and ‘2’ nodes only, is not in a position to extend an identity relation to an untrained ‘1’ node. An implication of this state of affairs is that a multi-layered perceptron can learn the relation expressed by equation (1) only for strings (in the domain of $Y$) that fall entirely in the perceptron’s training space.

8.2.4 Training independence

Technically, the problem of dealing with relations over variables is a consequence of the back-propagation algorithm classically used to train a multi-layered perceptron. Back-propagation consists in altering the weights of connections emanating from an activated input node, for the level of activation of output nodes to be attuned to the expected output. According to the delta rule in equation (2), connections between the $j^{th}$ input node and the $i^{th}$ output node are in fact changed in proportion to the difference between the target activation value $\hat{h}_i$ of the $i^{th}$ output node and the actually observed output value $h_i$:

$$\Delta w_{ij} = \gamma (\hat{h}_i - h_i)x_j$$
where \( w_{ij} \) is the weight of the connection between the \( j^{th} \) input node and the \( i^{th} \) output node, \( \gamma \) is the learning rate, and \( x_j \) is the activation of the \( j^{th} \) input node. If \( x_j \) is null, the resulting change \( \Delta w_{ij} \) is null. In other words, back-propagation never alters the weights of connections emanating from an input node in Figure 8.1 (centre), if the node is never activated in training. This is called by Marcus (2001) training independence. Interposition of a layer of hidden units mediating input–output mapping (Figure 8.1, right) does not remedy this. There is no direct way in which a change in the connections feeding the output node ‘\( i \)’ can affect the connections feeding a different output node.

8.2.5 Preliminary discussion

In many respects, multilayer perceptrons are taken to provide a basic neurally inspired associationist mechanism for morphology processing and acquisition. Much of their success history is due to the methodological allure of their simplicity. It seems reasonable to investigate the inherent representational and procedural limitations of this class of models to understand more of the task of word learning and processing and its basic computational components. Among the main liabilities of multilayer perceptrons, the following ones strike us as particularly critical in the light of our previous discussion.

\textit{Training locality.} Due to training independence, training one node does not transfer to another node. There is no way to propagate information about connections between two (input and output) nodes to another pair of such nodes. This is not only detrimental to the development of abstract open-ended relations holding over variables (as opposed to pair-wise memorized relationships between specific instances), but also to the modelling of word paradigms as complex morphological interfaces. Over the last fifteen years, considerable evidence has accrued on the critical role of paradigm-based relations as an order-principle imposing a non-local organizing structure on word forms memorized in the speaker’s mental lexicon, facilitating their retention, accessibility, and use, while permitting the spontaneous production and analysis of novel words. A number of theoretical models of the mental lexicon have been put forward to deal with the role of these global constraints in (i) setting an upper bound on the number of possible forms a speaker is ready to produce (Carstairs and Stemberger 1988), (ii) accounting for reaction times in lexical decision and related tasks (Baayen et al. 1997, Orsolini and Marslen-Wilson 1997, and others), (iii) explaining production errors by both adults and children (Bybee and Slobin 1982, Bybee and Modé 1983, Orsolini et al. 1998), and (iv) accounting for human acceptability judgements and generalizations over nonce verb stems (Say and Clahsen 2002, Albright 2002). We believe that computational models of morphology acquisition and processing have something to say about all these issues. The basic challenge is how it is possible for such global paradigm-based constraints to emerge on the basis of local learning steps (Pirrelli et al. 2004).
Coding. Another important related point has to do with the nature of input representations. It has often been suggested that distributed representations may circumvent the connectionist failure to encode universally quantified variables (Elman 1998). If the same pool of nodes is used to encode different input patterns, then at least some of the mapping relations holding for one pattern will also obtain for the other ones, thus enforcing a kind of generalization. For example, if each input node represents not a word but a part of a word, then training one word has an impact on nodes that are part of the representation of other words. However, distributed representations can be of help only if the items to which one must generalize share that particular contrast (pool of nodes) on which the model was trained. If the model was trained on a different contrast than the one encoded in the test item, generalization to the test item will fail. More seriously, distributed representations can raise unnecessary coding ambiguity if each individual is encoded as an activation pattern over the pool of nodes corresponding to its variable. If two individuals are activated simultaneously, the resulting joint activation pattern can make it difficult to disentangle one individual from the other. In fact, the representational capacity of the network to uniquely bind a particular individual decreases with the extent of distribution. One extreme is a purely localist representation, with each input node coding a distinct individual. The other extreme is the completely distributed case, where each of the \(2^N\) binary activation patterns over \(N\) nodes represents a distinct individual. In this case, no two patterns can be superimposed without spuriously creating a new pattern.

Alignment. Lack of generalization due to localist encoding is an important issue in acquisition of morphological structure, as it correlates with human perception of word similarity. The problem arises whenever known symbol patterns are presented in novel arrangements, as when we are able to recognize the English word \textit{book} in \textit{handbook}, or the shared root \textit{mach} in German \textit{machen} and \textit{gemacht}. Conjunctive coding of letters is closer to the localist extreme, anchoring a letter either to its position in the string, or to its surrounding context. Since languages wildly differ in the way morphological information is sequentially encoded, ranging from suffixation to prefixation, circumfixation, apophony, reduplication, interdigitation, and combinations thereof, alignment of lexical roots in three diverse pairs of paradigmatically related forms like English \textit{walk–walked}, Arabic \textit{kataba–yaktubu} (‘he wrote’–‘he writes’) and German \textit{machen–gemacht} (‘make’–‘made’ past participle), requires substantially different encoding strategies. If we wired any such strategy into lexical representations (e.g. through a fixed templatic structure separating the lexical root from other morphological markers) we would in fact slip morphological structure into the input, making input representations dependent on languages. This is not wrong \textit{per se}, but it should be the outcome, not a prerequisite of lexical acquisition. A cognitively plausible solution is to let the processing system home in on the right sort of encoding strategy through repeated exposure to a range of language-specific families of morphologically related words. This is what conjunctive coding in classical connectionist architectures cannot do.
For example, in German *machen* and *gemacht* the shared substring *mach* would be indexed to different time positions. In Arabic, the set of Wickelcodes \{_KA, KAT, ATa, TAB, ABA, BA_\} encoding the perfective form *kataba* turns out to have an empty intersection with the set \{_YA, YAK, AKt, KTu, TUB, UBu, BU_\} for the imperfective form *yaktubu*.

Relations between variables and the copy operator. The apparent need for algebraic variables and open-ended relationships between variables in morphological rules such as (1) makes the computational problem of implementing copying mechanisms centre-stage in word processing. This is illustrated by the two-level transducer of Figure 8.2, implementing a classical constructive approach to word parsing and generation. The input tape represents an input memory register containing an abstract representation of the Italian form *vengono* (‘they come’), with *ven* representing the verb root, ‘V3’ its conjugation class, and ‘3p_pres_ind’ the feature specification ‘third person singular of present indicative’ (‘+’ is a morpheme boundary). The string resulting from the application of the finite state transducer to the input string is shown on the output tape. The mapping relationship between characters on the two tapes is represented by the colon (‘:’) operator in the centre box, with input characters appearing to the left of ‘:’, and the corresponding output characters to its right. When no colon is specified, the input letter is intended to be left unchanged. Note that ‘ε’ stands for the empty symbol. Hence the mapping ‘[+ : ε]’ reads ‘delete a marker of morpheme boundary’.

Most notably, transductive operations of this kind define declarative, parallel, and bi-directional relationships. We can easily swap the two tapes and use, for word parsing, the same transducer designed for word generation.3

Multi-layered perceptrons seem to have little to match such a rich weaponry of formal tools and computational operations. Nonetheless, it should be appreciated that multiple copying of unbounded strings is an operation that goes beyond the computational power of finite-state transducers such as the one in Figure 8.2. This is an immediate consequence of the fact that states represent the order of memory of a transductive automaton. For an automaton to be able to replicate an exact copy of any possible string, irrespective of its length, the number of available states needed to precompile all copies is potentially unbounded. As pointed out by Roark and Sproat (2007), if fully reduplicative morphological phenomena require potentially unbounded copying, they are probably among the very few morphological phenomena which are not in the purview of finite-state processing devices.

It seems natural to establish a parallelism between the two-level architecture in Figure 8.2 and the multi-layered perceptron of Figure 8.1 (right). In both cases, we

---

3 Due to the hybrid status of lexical representations in two-level automata, where both surface and abstract morphological information is combined on the same level, abstract features (e.g. conjugation class) must be linearly arranged and interspersed with phonological information. This may strike the reader as rather awkward and other neater solutions have been entertained in the literature. However, as argued by Roark and Sproat (2006), they do not add up to the computational power of two-level finite state machines.
Figure 8.2 A two-level finite state transducer for the Italian irregular form *vengono* 'they come'.

have an input and an output representation layer, which could be likened to digital registers. In both cases, mapping relations enforce the requirement that at least part of the representation in either layer is also found in the other layer. It is also tempting to conceptualize such relation as a copy operation. However, although this is indeed the case for finite-state transducers, it is not literally true of multi-layered perceptrons, where data copying is implemented as weight adjustment over inter-layer connections. According to Marcus, this is a fundamental liability of multi-layered perceptrons. Since they cannot implement unbounded copying, he argues, they are not suitable computer models of morphology learning.

In fact, we observed that universal copying is not a problem for perceptrons only. Finite-state transducers are in principle capable of dealing with multiple copying, as long as the number of strings in the domain of the copy operation is bounded. This is somewhat reminiscent of the local constraint on weight adjustments in multi-layered perceptrons, where the domain of identity mapping must be defined with respect to each possible input and output node. Admittedly, the two limitations are of a different nature and are due to different reasons. Nonetheless, it is important to appreciate that universal copying is a thorny computational issue, and its necessity for word processing and learning should be argued for with care.

8.2.6 Interim summary

In this section, we have been through a number of criticisms levelled at classical connectionist networks dealing with issues of word processing with no symbolic manipulation of typed variables. In the remainder of this chapter, we will make the suggestion that many of the liabilities pointed out by Marcus in connection with
multi-layered perceptrons in fact apply to a specifically constructive approach to morphological processing. In particular, they are due to (i) the idea that morphological inflection and derivation require a formal mapping from lexical bases to full forms, on (ii) the assumption that underlying bases and inflected forms are represented on two distinct layers of connectivity (or, equivalently, in two distinct registers). Such a theoretically loaded conceptualization makes computational models of inflection and derivation unnecessarily complex. In the following sections we propose an alternative neurally inspired view of word processing and learning that is strongly committed to an abstractive perspective on these and related issues. The approach amounts to a re-interpretation of equation (1) in terms of different computational operations than copying and concatenation. It seems likely that an adequate account of morphology acquisition will have a place both for memory mechanisms that are sensitive to frequency and similarity, and for processing operations that apply to all possible strings. A fundamental assumption of the computational framework proposed here is that both aspects, lexical memory and processing operations, are in fact part and parcel of the same underlying computational mechanism. This mechanism is considerably simpler than advocates of algebraic symbol manipulation are ready to acknowledge, and points in the direction of a more parsimonious use of variables and universally quantified one-to-one mappings. This is not to imply that these notions play no role in morphology learning or language learning in general, but that their role in word learning and processing should be somewhat qualified.

8.3 A computational framework for abstractive morphology

Kohonen’s Self-Organizing Maps (SOMs) (Kohonen 2001) define a class of unsupervised artificial neural networks that mimics the behaviour of small aggregations of neurons (pools) in the cortical areas involved in the classification of sensory data (brain maps). In such aggregations, processing consists in the activation of specific neurons upon presentation of a particular stimulus. A distinguishing feature of brain maps is their topological organization (Penfield and Roberts 1959): nearby neurons in the map are activated by similar stimuli. There is evidence that at least some aspects of their neural connectivity emerge through self-organization as a function of cumulated sensory experience (Kaas et al. 1983). Functionally, brain maps are thus dynamic memory stores, directly involved in input processing, exhibiting effects of dedicated long-term topological organization.

Topological Temporal Hebbian SOMs (hereafter TSOMs, Ferro et al. 2011, Marzi et al. 2012c) represent a variant of classical SOMs making room for memorizing time series of symbols as activation chains of map nodes. This is made possible by a level of temporal connectivity (or temporal connection layer, Figure 8.3, left), implemented as a pool of re-entrant connections providing the state of activation of the map at the immediately preceding time tick. Temporal connections encode the
map’s probabilistic expectations of upcoming events on the basis of past experience.

In the literature, there have been several proposals of how this idea of re-entrant
temporal connections can be implemented (see Voegtlin 2002 and references therein).
In this chapter, we will make use of one particular such proposal (Koutnik 2007, Pirrelli
et al. 2011).

In language, acoustic symbols are concatenated through time to reach the hearer
as a time-bound input signal. With some qualifications, also written words can be
defined as temporal patterns, conceptualized as strings of letters that are produced and
input one letter at a time, under the assumption that time ticks are sampled discretely
upon the event of letter production/presentation. In our view, this abstract conceptualu-
alization highlights some peculiar (and often neglected) aspects of the linguistic input
and provides an ecological setting for dealing with issues of language production,
recognition, and storage at an appropriate level of abstraction. TSOMs are designed to
simulate and test models of language processing targeted at this level of abstraction.

8.3.1 Input protocol: peripheral encoding

In our idealized setting, each word form is represented by a time-series of symbols
(be they phonological segments or printed letters) which are administered to a TSOM
by encoding one symbol at a time on the input layer (Figure 8.3, left). The input
layer is implemented as a binary vector whose dimension is large enough for the entire set of symbols to be encoded, with one pattern of bits uniquely associated with each symbol. Patterns can partially overlap (distributed representations) or can be mutually orthogonal (localist representations). In all experiments presented here, we adopted orthogonal codes. A whole word is presented to a map starting with a start-of-word symbol (’#’) and ending with an end-of-word symbol (’$’). Map’s re-entrant connections are initialized upon presentation of a new word. The implication of this move is that the map’s activation state upon seeing the currently input word form has no recollection of past word forms. Nonetheless, the map’s overall state is affected by previously shown words through long-term learning, as detailed in what follows.

8.3.2 Parallel activation: recoding

Upon presentation of one symbol on the input layer all map nodes are activated simultaneously through their input (or spatial) connections. Their resulting level of activation at time \( t \), \( h_i(t) \), is also determined by the contribution of re-entrant connections, defined over the map’s temporal layer, which convey information about the state of map’s activation at time \( t-1 \), according to the following equation:

\[
h_i(t) = \alpha \cdot h_{S,i}(t) + \beta \cdot h_{T,i}(t).
\]

Equation (3) defines the level of activation of the \( i^{th} \) node at time \( t \) as a weighted summation of the contribution \( h_{S,i} \) of the spatial layer and the contribution \( h_{T,i} \) flowing through the map’s temporal layer. Given (3), we define the map’s Best Matching Unit at time \( t \) (hereafter \( BMU(t) \)) as the node showing the highest activation level at time \( t \).

\( BMU(t) \) represents (a) the map’s response to input, and (b) the way the current input stimulus is internally recoded by the map. As a result, after a string of letters is presented to the map one character at a time, a temporal chain of \( BMUs \) is activated. Figure 8.3 (right) illustrates two such temporal chains, triggered by the German verb forms gelacht (‘laughed’, past participle) and gemacht (‘made’, past participle), which are input as the series #,G,E,L,A,C,H,T,$ and #,G,E,M,A,C,H,T,$ respectively. In the figure, each node is labelled with the letter the node gets most sensitive to after training. Pointed arrows represent temporal connections linking two consecutively activated \( BMUs \). They thus depict the temporal sequence of symbol exposure (and node activation), starting from the symbol ’#’ (anchored in the top left corner of the map) and ending with ’$’. Temporal \( BMU \) chains of this kind represent how the map recodes input words.

8.3.3 Long-term dynamic: training

In the learning phase, at each time step \( t \), \( BMU(t) \) adjusts its connection weights over the spatial and temporal connection layers (Figure 8.3, left) and propagates adjustment to neighbouring nodes as an inverse function of their distance from \( BMU(t) \).
Adjustment makes connection weights closer to values in the input vector. This amounts to a topological specialization of individual nodes which get increasingly sensitive to specific symbol types. Notably, specialization does not apply across the board. Due to the propagation function, adjustment is stronger for nodes that are closer to $BMU(t)$. Moreover, the topological range of propagation shrinks as learning progresses. This means that, over time, the propagation wave gets shorter and shorter, reaching fewer and fewer nodes.

The temporal layer presents a similar dynamic. Adjustment of Hebbian connections consists of two steps: (i) potentiate the strength of association from $BMU(t-1)$ to $BMU(t)$ (and its neighbouring nodes), and (ii) depress the strength of association from all other nodes to $BMU(t)$ (and neighbouring nodes) (Figure 8.4, left). The two steps enforce the logical entailment $BMU(t) \rightarrow BMU(t-1)$ and the emergence of a context-sensitive recoding of symbols. This means that the same symbol type will recruit different BMUs depending on its preceding context in the input string. This is shown in Figure 8.3 (right) where the letter a in gemacht and gelacht activates two different nodes, the map keeping memory of their different left contexts. Interestingly,
the Markovian order of the map memory is not limited to one character behind but can rise as the result of dynamic recoding. If space on the map allows, the different BMUs associated with a in gemacht and gelacht will, in turn, select different BMUs for the ensuing c, as shown in Figure 8.3. Were nodes trained independently, the map would thus exhibit a tendency to dedicate distinct activation chains to distinct input strings (memory resources allowing). This happens if the topological range of the propagation function for temporal connections goes down to 0. In this case, the map can train temporal connections to each single node independently of connections to neighbouring nodes. However, if the topological range of the propagation function for temporal connections does not get to 0, adjustments over temporal connections will transfer from one node to its neighbouring nodes (Figure 8.4, left). In this condition, activation chains triggered by similar words will tend to share nodes, reflecting the extent to which the map perceives them as identical. The topological distance between chains of activated BMUs responding to similar input strings tells us how well the map is aligning the two strings.

8.4 Implications of TSOMs for word processing and storage

TSOMs are dynamic models of string storage. They can be seen as mimicking the self-organizing behaviour of a mental lexicon growing in size as a function of cumulated lexical experience. The more word forms are stored in a TSOM through lexical exposure, the more complex its overall internal structure becomes, with recurrent patterns of morphological structure being internally recoded as shared chains of node activation. This is shown in Figure 8.4 (right) (adapted from Marzi et al. 2012a), where the activation chains for the German past participles gesprochen (‘spoken’), gesehen (‘seen’), gesagt (‘said’), and gefragt (‘asked’) are unfolded and vertically arranged in a word graph.

It is important to appreciate that this behaviour is the outcome of an internally generated dynamic, not a function of either direct or indirect supervision. The map is in no way taught what the expected morphological structure of input word forms is. Structure is an emergent property of self-organization and a function of exposure to input representations. In a strict sense, TSOMs offer no output representations. In a broader sense, input and output representations co-exist on the same layer of map circuitry. It is the level of node connectivity that changes through learning. Output morphological structure can thus be defined as an overall patterning of long-term connectivity. Such a radical change of perspective has important implications both theoretically and computationally.

8.4.1 Coding

A fundamental difference between TSOMs and traditional perceptrons is that in TSOMs we distinguish among levels of input coding. In particular, note that the
input vector, peripherally encoded on the input layer in Figure 8.3 (left), is eventually recoded on the map proper. It is the latter level that provides the long-term representation upon which morphological structure is eventually perceived. Since recoding is the result of learning, different cumulated input patterns may lead to different recoded representations. By neglecting the important distinction between levels of input coding, perceptrons exhibit a principled difficulty in dealing with input representations. Conjunctive coding can naturally deal with issues of input specificity if two conditions are met: (i) there is a topological level of encoding where two nodes that are sensitive to the same symbol type share identical internal representations; and (ii) context-sensitive specialization on symbol tokens is acquired, not wired-in. In TSOMs, both conditions are met: (i) nodes that are selectively sensitive to the same symbol type have overlapping representations on the spatial layer, and (ii) nodes become gradually sensitive to time-bound representations through specialization of their temporal connections. Hence, different input instances of the same symbol receive differently recoded representations, thus effectively dealing with variable binding when the same symbol type occurs more than once in the same input string.

### 8.4.2 Time vs Space: Differences in recoding strategies

A TSOM recoding strategy may reflect either a bias towards the local context where a symbol is embedded (i.e. its immediately preceding symbols), or a tendency to conjunctively encode the symbol and its position in the string. Choice of either strategy is governed by the relative prominence of parameters $\alpha$ and $\beta$ in equation (3), with $\alpha$ modulating the map’s sensitivity to symbol encoding on the input layer, and $\beta$ weighing up the map’s expectation of upcoming symbols on the basis of past input. The two recoding variants (hereafter dubbed spatio-temporal and temporal respectively) have an impact on the overall topology of the map. In a spatio-temporal map, topologically neighbouring nodes tend to be sensitive to symbol identity, with sub-clusters of nodes being selectively sensitive to context-specific instances of the same symbol. Conversely, in a temporal map neighbouring nodes are sensitive to different symbols taking identical positions in the input string (Marzi et al. 2012a). This is shown in Figure 8.5, plotting the average topological dispersion of BMUs activated by symbols in the 1st, 2nd, …, 9th position in the input string on a spatio-temporal (upper plot) and a temporal map (lower plot). Dispersion is calculated as the average distance between nodes discharging upon seeing any symbol appearing in a certain position in the input string, and is given as a fraction of 100 over the map’s diagonal. Dispersion values thus range between 0 per cent (when all symbols activate the same
node, this is true of the start-of-word symbol ‘#’) to 100 per cent, when two nodes lie at the opposite ends of the map’s diagonal.

Marzi et al. (2012b) show that the two recoding strategies exhibit a differential behaviour. Due to their greater sensitivity to temporal ordering, temporal maps are better at recalling an input string by reinstating the corresponding activation chain of BMUs in the appropriate order, when the input string is already familiar to the map. This is due to temporal maps being able to build up precise temporal expectations through learning, and avoid possible confusion arising from repetition of the same symbols at different positions in the input string. On the other hand, spatio-temporal maps are better at identifying substrings that are shared by two or more word forms, even when the substrings occur at different positions in the input string. This seems to be convenient for acquiring word structure in non-templatic morphologies. For a TSOM to be able to perceive the similarity between—say—finde and gefunden, the pieces of morphological structure shared by the two forms must activate identical or topologically neighbouring nodes. Clearly, due to the combinatorial properties of morphological constituents, this is done more easily when recoded symbols are abstracted away from their position in time.

We can measure the sensitivity of a map to a specific morphological constituent by calculating the topological distance between the chains of BMUs that are activated by the morphological constituent appearing in morphologically related words. For example, we can calculate how close on the map are nodes that discharge upon presentation of a verb stem shared by different forms of the same paradigm. The shorter
the average distance is, the greater the map’s sensitivity to the shared morphological structure. If $D$ is such an average distance normalized as a fraction of the map’s diagonal (or dispersion value), then $1-D$ measures the alignment between activation chains discharging on that morphological constituent.

Plots in Figure 8.6 show how well a temporal map (left) and a spatio-temporal map (right) perceive the alignment between the stem in each inflected form of German *finden* (‘find’) and the stems in all other forms of the same verb paradigm. Stem alignment scores ($y$ axis) are plotted against the perceived alignment of each full form with all other forms in the same paradigm (full-form alignment, $x$ axis). Intercept values of the linear interpolation of alignment scores in the two maps show that a spatio-temporal map can align intra-paradigmatic forms better than a temporal map can. In particular, spatio-temporal maps prove to be less sensitive to shifts in stem position, as shown by the different alignment values taken by the form *gefunden*, which is perceived as an outlier in the temporal map.

This is consistently replicated in the inter-paradigmatic perception of affixes. Box plots in Figure 8.7 show how scattered are activation chains that discharge upon seeing a few inflectional endings of Italian and German verbs (Marzi et al. 2012b). Activation chains are more widely scattered on temporal maps than they are on spatio-temporal maps. This is true of both German and Italian inflectional endings, confirming a systematic difficulty of temporal maps in perceiving the formal identity of inflectional endings that occur at different positions in word forms.

![Figure 8.6 Alignment plots of the *finden* paradigm on a temporal (left) and a spatio-temporal (right) map.](image)
It is worth emphasizing, in passing, that a TSOM identifies inflectional endings only on the basis of the formal contrast between fully inflected word forms. In German preterite forms, it is easier for a map to perceive a possible segmentation te-st by aligning glaubte with glaubtest, than the segmentation te-s-t on the basis of the contrast between glaubtest and glaubtet. The latter segmentation requires discontinuous alignment between the final t’s in the two forms, which is something the map does more reluctantly, and only under certain distributional conditions. This behaviour appears to be in keeping with Bank and Trommer’s ‘subanalysis complexity hypothesis’ (this volume).

8.4.3 Training independence

Training independence is taken by Marcus to be responsible for perceptrons’ inability to generalize connectivity patterns to untrained nodes. As nodes are trained independently, nothing learned in connection with one specific node can be transferred to another node. This is not true of TSOMs, where learning requires topological propagation of adjusted spatial and temporal connections, modulated by the neighbourhood distance between each map’s node and the current BMU(t). Topological propagation plays an important role in allowing the map to generalize over unseen activation...
chains. Figure 8.8 (left) shows the activation chains triggered by the Italian verb forms *vediamo* 'we see', *vedete* 'you see' (second person plural), and *crediamo* 'we believe', on a 20 × 20 map trained on all these forms. The same map is eventually prompted with the unknown *credete* 'you believe' (second person plural), to test its capacity to anticipate a novel form. The crucial generalization step here involves the circled area including D-nodes that are activated upon seeing stem-final *d* in either *ved-* or *cred-*. When *credete* is shown to the map, spread of temporal activation over the circled area will raise an expectation for *-ete* to follow, based on the activation chain of *vedete*. The word graph in Figure 8.8 (right) illustrates this. Topological propagation of temporal connections over neighbouring map nodes enforces inter-node training dependence, allowing expectations of upcoming symbols to be transferred from one activation chain to another, based on topological contiguity.

An important consequence of this generalization strategy is that inferences are made cautiously, on the basis of a local, analogy-based, inter-paradigmatic extension. This seems to be a logically necessary step to take for a learner to be able to capture the wide range of stem variation and stem selection phenomena attested in inflectional systems of medium and high complexity. Another interesting implication of the generalization strategy enforced by a TSOM is that inflectional endings are better aligned if they are immediately preceded by the same left context. Hence, not any
analogy between two stems will work, but only a shared sub-string in the immediate context of the inflectional ending. This is shown by the graph of Figure 8.9, plotting the correlation between how accurately the map is recalling a novel input word, and how well the novel word’s activation chain is aligned with the closest activation chain of a known word. As we move away from the stem-ending boundary of the novel word on either side, correlation of alignment scores with recall accuracy becomes increasingly weaker and statistically less significant.

This is exactly what Albright and Hayes’ Minimal Generalization algorithm would expect: alignment between nodes activated by a novel word and nodes activated by known words matters less as nodes lie further away from the morphemic boundary. Unlike Minimal Generalization, however, which requires considerable a priori knowledge about word structure, mapping rules and the specific structural environment for their application, the generalization bias of TSOMs follows from general principles of topological memory and self-organization.

8.4.4 Universally quantified variables

According to Marcus, a default morphological relation like (1) (repeated in (4) for the reader’s convenience) requires the notion of a copy operation over a universally
quantified variable. An abstractive computational model of morphological competence such as the one embodied by the TSOM of Figure 8.8 does not require a copy operation.

\[ PROGR(Y) = Y + \text{ing}. \]

In fact, equation (4) only imposes the requirement that the base form and progressive form of a regular English verb share the same stem. In TSOMs, sharing the same stem implies that the same morphological structure is used over again. There is no computational implication that this structure is copied from one level of circuitry to another such level. This is well illustrated by the activation chains plotted in Figure 8.8 for the Italian verb forms *vediamo* and *vedete*, which appear to include the same word initial activation chain.

Another interesting related issue is whether a TSOM can entertain the notion of an abstract morphological process such as prefixation. If a map A, trained on prefixed word forms, is more prone to recognize a word form with an unfamiliar prefix than another map B never trained on prefixed words, we can say that map A developed an expectation for a word to undergo prefixation irrespectively of the specific prefix. To ascertain this, we trained two maps on two sets of partially instantiated paradigms: the first map was exposed to fifty Italian verb paradigms, and the second map to fifty German verb paradigms. Each paradigm contained all present indicative forms, all past tense forms, the infinitive, past participle, and gerund/present participle forms, for a total of fifteen paradigm cells. Whereas Italian past participles are mostly suffixed (with occasional stem alternation), German past participles are typically (but not always) prefixed with *ge-*.

After training, we assessed to what extent the two maps were able to align stems in $<\text{PREF}-X, X>$ pairs, where $X$ is a known infinitive, and PREF an unknown prefix. Results are shown in Figure 8.10, where stem dispersion is tested on fifty made-up Italian and German pairs, instantiating a $<\text{ri}-X, X>$ (e.g. *riprendere, prendere*) and a $<\text{zu}-X, X>$ (e.g. *zumachen, machen*) pattern respectively.

The German map is shown to consistently align prefixed stems with base stems better than the Italian map does, with over 50 per cent of German pairs activating exactly the same BMU’s, thus proving to be more tolerant towards variability of stem position in the input string. This evidence cannot simply be interpreted as the result of a more flexible coding strategy (e.g. spatio-temporal recoding as opposed to temporal) since both maps were trained with the same parameter set. Rather, it is the map’s acquired familiarity with prefixed past participles in German that makes it easier for similarly (but not identically) prefixed patterns to be recognized.

### 8.5 General discussion

Human lexical competence is known to require the fundamental ability to retain sequences of linguistic items (e.g. letters, syllables, morphemes, or words) in the
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Working memory (Gathercole and Baddeley 1989, Papagno et al. 1991). Speakers appear to be sensitive to frequency effects in the presentation of temporal sequences of verbal stimuli. Items that are frequently sequenced together are stored in the long-term memory as single chunks, and accessed and executed as though they had no internal structure. This increases fluency and eases comprehension. Moreover, it also explains the possibility to retain longer sequences in short-term memory when familiar chunks are presented. The short-term span is understood to consist of only a limited number (ranging from three to five according to recent estimates, e.g. Cowan 2001) of available store units. A memory chunk takes one store unit of the short-term span irrespective of length, thus leaving more room for longer sequences to be temporarily retained. Furthermore, chunking produces levels of hierarchical organization of the input stream: what is perceived as a temporal sequence of items at one level may be perceived as a single unit on a higher level, to become part of more complex sequences (Hay and Baayen 2003). Finally, parts belonging to high-frequency chunks tend to resist being perceived as autonomous elements in their own right and being used independently. As a further implication of this 'wholeness' effect, frequently used chunks do not participate in larger word families such as inflectional paradigms (Marzi et al. 2012b).

We take this type of evidence to illustrate principles of lexical self-organization and to shed light on the intimate interplay between processing and storage in language acquisition. TSOMs provide a general framework for putting algorithmic hypotheses of the processing–storage interaction to the severe empirical test of a computer implementation. Furthermore, unlike classical perceptron-like neural architectures

---

**Figure 8.10** Stem dispersion over \(<\text{PREF}-X, X>\) pairs in Italian and German verb forms. Dispersion values are given as a fraction of 100 over the map’s diagonal.
trained on back-propagation, they allow scholars to entertain a purely abstractive view of morphological competence, based on a number of realistic assumptions concerning acquisition of word structure. We recapitulate them in what follows.

**Ecology of training conditions.** In modelling word acquisition, it is important to be clear about what is provided in input, and what is expected to be acquired. Choice of input representation may in fact prejudice morphological generalizations to a considerable extent (see also Stump and Finkel's consideration of representational issues, this volume). Machine learning algorithms tend to make fairly specific assumptions on word representations. Even memory-based approaches to morphology induction (Daelemans and van den Bosch 2005), which make 'lazy' use of abstraction-free exemplars, are no exception. To ensure that only features associated with aligned symbols (letters or phonological segments) are matched, Keuleers and Daelemans (2007) align exemplar representations to the right and cast them into a syllabic template. Indeed, for most European languages, we can construe a fixed-length vector representation by aligning input words to the right, since inflection in those languages typically involves suffixation and sensitivity to morpheme boundaries. However, this type of encoding presupposes considerable knowledge of morphology of the target language and does not possibly work with prefixation, circumfixation, and non-concatenative morphological processes in general. Likewise, most current unsupervised algorithms (see Hammarström and Borin 2011 for a recent survey) model morphological learning as a segmentation task, assuming a hard-wired linear correspondence between sub-lexical strings and morphological structure. However, both highly fusional and non-concatenative morphologies lend themselves grudgingly to being segmented into linearly concatenated morphemes. In assuming that word forms simply consist of a linear arrangement of time-bound symbols, TSOMs take a minimalist view on matters of input representation. Differences in self-organization and recoding are the by-product of acquired sensitivity of map nodes to recurrent morphological patterns in the training data. In our view, this represents a principled solution to the notorious difficulty of multi-layered perceptrons in dealing with issues of input binding and coding. Finally, it addresses the more general issue of avoiding input representations that surreptitiously convey structure or implicitly provide the morphological information to be acquired. Models of word acquisition should be more valued for adapting themselves to the morphological structure of a target language, than for their inductive or representational bias.

**Storage and processing.** In models of memory, mnemonic representations are acquired, not given. In turn, they affect acquisition, due to their being strongly implicated in memory access, recognition, and recall. TSOMs process words by activating chains of memory nodes. Parts of these chains are not activated by individual words only, but by classes of morphologically related words: for example, all forms sharing the same stem in regular paradigms, or all paradigmatically homologous forms sharing the same suffix. An important implication of this view is that both
lexical forms and sub-lexical constituents are concurrently represented on the same level of circuitry by Hebbian patterns of connectivity linking stored representations. This eliminates the need for a copy operator transferring information from one level to another, according to a mechanistic interpretation of the variable $Y$ in a default generalization like $\text{PROGR}(Y) = Y + \text{ing}$. Moreover, robust recoding of time-bound information effectively minimizes the risk of creating spurious patterns due to the superposition of lexical and sub-lexical chains.

Another consequence of this view is that morphological productivity is no longer conceptualized as a mapping function between a (unique) lexical base (stored in the lexicon) and an inflected form (generated on-line). Any inflected form can act as a base for any other inflected form. It is important to appreciate, however, that a base is not defined in terms of structural factors such as economy of storage or simplicity of mapping operations, but rather in terms of usage-oriented factors such as time of acquisition, frequency-based entrenchment, probabilistic support of implicative relations, and gradient capability of discriminating inflectional class among alternative hypotheses. As long as we are ready to accept that lexical representations are not dichotomized from lexical entailments, the reconceptualization of word structure offered by TSOMs is in line with a genuinely abstractive view of morphology.

Generalization and training. Marcus (2001) correctly emphasizes that no generalization is possible with training independence. Generalization implies propagation, transferring of information from one node to another node, not just adaptation of connectivity between individual input and output nodes. Propagation is also independently needed to address another apparent paradox in incremental acquisition. Human speakers are very good at inferring generalizations on the basis of local analogies, involving the target word and its closest neighbours (Albright 2002). However, analogy is a pre-theoretical notion and any linguistically relevant analogy must take into account global information, such as the overall number of forms undergoing a particular change under structurally governed conditions. How can global analogies be inferred on the basis of local processing steps? Topological propagation offers a solution to this problem. Although a BMU is identified on the basis of a pairwise similarity between each node and the current input stimulus only, the connectivity pattern of a BMU is propagated topologically on the spatial and temporal layers of a map. This prompts information transfer but also competition between conflicting patterns of local analogy. It is an important result of our simulations that the neat effect of competition between local analogies is the emergence of a global, paradigm-sensitive notion of formal analogy (Marzi et al. 2012a).

All issues raised here appear to address the potential use of computational models of language acquisition for theoretical linguists and psycho-linguists focusing on the nature of grammar representations. We argue that there is wide room for cross-disciplinary inquiry and synergy in this area, and that the search for the most appropriate nature of mental representations for words and sub-word constituents,
and a better understanding of their interaction in a dynamic system, can provide such a common ground. At our current level of understanding, it is very difficult to establish a direct correspondence (Clahsen 2006) between language-related categories and macro-functions (rules vs exceptions, grammar vs lexicon) on the one hand, and neuro-physiological correlates on the other hand. As an alternative approach to the problem, in the present chapter we have focused on a bottom-up investigation of the computational complexity and dynamic of psycho-cognitive micro-functions (e.g. perception, storage, alignment, and recall of time series) to assess their involvement in language processing, according to an indirect correspondence hypothesis. Albeit indirect, such a perspective strikes us as conducive to non-trivial theoretical and computational findings.

To date, progress in cross-disciplinary approaches to language inquiry has been hindered by the enormity of the gap between our understanding of some low-level properties of the brain, on the one hand, and some very high-level properties of the language architecture on the other. The research perspective entertained in these pages highlights some virtues of modelling, on a computer, testable processing architectures as dynamic systems. Arguably, one of the main such virtues lies in the possibility that by implementing a few basic computational functions and their dynamic interrelations, we can eventually provide some intermediate-level building blocks that would make it easier to relate language to cognitive neuroscience.
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