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1 Executive Summary

[to be revised]
The ISLE Computational Lexicon Working Group (CLWG) is committed to the consensual definition of a standardised infrastructure to develop multilingual resources for HLT applications, with particular attention to the needs of Machine Translation (MT) and Crosslingual Information Retrieval (CLIR) systems. Compared with other standardisation initiatives active in this field (e.g. OLIF-2), the original character of ISLE resides in its specifically focusing on the grey area of HLT where well-assessed language technology meets more advanced levels and forms of linguistic description. The ISLE CLWG aims at selecting mature areas and results in computational lexical semantics and in multilingual lexicons, which can also be regarded as stabilised achievements, thus to be used as the basis for future research. 

For multilingual computational lexicons, ISLE objectives, as stated in the Technical Annex, are: extending EAGLES work on lexical semantics, necessary to establish inter-language links; designing and proposing standards for multilingual lexicons; developing a prototype tool to implement lexicon guidelines and standards; creating exemplary EAGLES-conformant sample lexicons and tagging exemplary corpora for validation purposes; and developing standardised evaluation procedures for lexicons. 

In particular, the ISLE-CLWG pursues this goal by designing MILE (Multilingual ISLE Lexical Entry), a general schema for the encoding of multilingual lexical information. This has to be intended as a meta-entry, acting as a common representational layer for multilingual lexical resources. Obviously MILE also includes previous EAGLES recommendations for other layers. 

Finally, one of the targets of standardisation, and actually one of the main aims of the CLWG activities, is to create a common parlance among the various actors (both of the scientific and of the industrial R&D community) not only in the field of computational lexical semantics and multilingual lexicons, but also in the areas e.g. of ontologies and the emerging semantic web, so that synergies will be enhanced, commonalties strengthened, and resources and findings usefully shared. In other terms, the process of standard definition undertaken by CLWG, and by the ISLE enterprise in general, on one side represents an essential interface between advanced research in the field of multilingual lexical semantics, and the practical task of developing resources for HLT systems and applications. It is through this interface that the crucial trade-off between research practice and applicative needs will actually be achieved. On the other side ISLE results pave the way to a needed cooperation between until now separate communities, such as HLT actors and groups specifically involved with ‘content’ (ontologies, semantic web, content providers, etc.), enabling future common efforts and resource sharing.

[add sth on the importance for ISLE recommendations to be such that can be used both for information rich lexicons and e.g. for simple domain specific lexicons with not much linguistic info].
One of the first objectives of the CLWG was to discover and list the (maximal) set of (granular) basic notions needed to describe the multilingual level. Since a substantial part of the basic notions should be already included in previous EAGLES recommendations, and, with different distribution, in the existing and surveyed lexicons, and since the multilingual layer depends on monolingual layers, we had to revisit earlier linguistic analysis (previous EAGLES work, essentially monolinguistic) to see what we need to change/add or what we can reuse for the multilingual layer. Sense distinctions are especially important for multilingual lexicons, since it is at this level that cross-language links need to be established. The same is true of syntagmatic/collocational/ contextual information. To these areas we have payed particular attention in the recommendation phase, and we have examined how to extend the available EAGLES guidelines in these and other areas to propose a broad format for multilingual lexical entries which is of general utility to the community.

The principle guiding the elicitation and proposal of MILE basic notions in the recommendation  phase has been, according to a previous EAGLES methodology, the so-called ‘edited union’ (term put forward by Gerald Gazdar in earlier EAGLES work) of what exists in major lexicons/models/dictionaries, at least as a starting point, enriched with those types of information which are usually not handled, e.g. those of collocational/syntagmatic nature, and obviously those pertinent to the multilingual layer. This method of work has proven useful in the process of reaching consensual de facto standards in a bottom-up approach and is at the basis also of ISLE work. There is every interest in building on existing resources, rather than starting from scratch, thus efforts must continue in this direction. 

In its general design, MILE is envisaged as a highly modular and layered. Modularity concerns the “horizontal” MILE organisation, in which independent and yet linked modules target different dimensions of lexical entries. On the other hand, at the “vertical” level, a layered organisation is necessary to allow for different degrees of granularity of lexical descriptions, so that both “shallow” and “deep” representations of lexical items can be captured. This feature is particularly crucial in order to stay open to the different styles and approaches to the lexicon adopted by existing multilingual systems.

Entity Relationship model

Repository of shared lexical objects

Towards sharable and distributed lexical resources (for the semantic web)

This way, both at the monolingual and at the multilingual level (but with particular emphasis on the latter), ISLE intends to start up the incremental definition of a more Objected-Oriented layer for lexical description, and to foster the vision of open and distributed lexicons, with elements possibly residing in different sites of the web. The defined lexical objects will be used by the lexicon (or applications) developers  to build and target lexical data at a higher level of abstraction. Thus, they have to be seen as a step in the direction of simplifying and improving the usability of the MILE recommendations.

Not only will computational lexicons contribute to the content-based management of information on the Web, but the tools and resources that are being developed for the Semantic Web also provide the ground for the architecture and design of next-generation language resources. Moreover, computational lexicons should be conceived as dynamic systems, whose development needs to be complemented with the automatic acquisition of semantic information from texts. Gaining insights into the deep interrelation between representation and acquisition issues is likely to have significant repercussions on the way linguistic resources will be designed, developed and used for applications in the years to come. As the two aspects of knowledge representation and acquisition are profoundly interrelated, progress on both fronts can only be achieved, in our view of things, through a full appreciation of this deep interdependency.

2 Introduction

2.1 The EAGLES/ISLE Enterprise 

[to be rewritten when the sections are fixed]
ISLE
 (International Standards for Language Engineering), a transatlantic standards oriented initiative under the Human Language Technology (HLT) programme, is a continuation of the long standing European EAGLES initiative (Calzolari, Mc Naught and Zampolli, 1996), carried out through a number of subsequent projects funded by the European Commission (EC) since 1993 (coordinated by A. Zampolli for the Consorzio Pisa Ricerche). EAGLES stands for Expert Advisory Group for Language Engineering Standards and was launched within EC Directorate General XIII's Linguistic Research and Engineering (LRE) programme, continued under the Language Engineering (LE) programme, and under the Human Language Technology (HLT) programme as ISLE, since January 2000. ISLE is carried out by European and American groups within the EU-US International Research Co-operation, supported by EC and NSF. ISLE was built on joint preparatory EU-US work of the previous two years aimed at setting up a transatlantic standards oriented initiative for HLT.

The objective of the project is to support HLT R&D international and national projects, and industry by developing, disseminating and promoting widely agreed and urgently demanded HLT standards and guidelines for infrastructural language resources (see Zampolli, 1998, and Calzolari, 1998), tools that exploit them, and LE products. The aim of EAGLES/ISLE is thus to accelerate the provision of standards, common guidelines, best practice recommendations for:

· very large-scale language resources (such as text corpora, computational lexicons, speech corpora (Gibbon et al., 1997), multimodal resources);

· means of manipulating such knowledge, via computational linguistic formalisms, mark-up languages and various software tools;

· means of assessing and evaluating  resources,  tools  and products (EAGLES, 1996).

Leading industrial and academic players in the HLT field (more than 150) have actively participated in the definition of this initiative and have lent invaluable support to its execution over the years. Moreover, the initiative is a direct result of a series of recommendations made to the EC over several years. There is a recognition that standardisation work is not only important, but is a necessary component of any strategic programme to create a coherent market, which demands sustained effort and investment.

It is important to note that the work of EAGLES (see EAGLES guidelines, http://www.ilc.pi.cnr.it/ EAGLES96/home.html) must be seen in a long-term perspective. Moreover, successful standards are those which respond to commonly perceived needs or aid in overcoming common problems. In terms of offering workable, compromise solutions, they must be based on some solid platform of accepted facts and acceptable practices. EAGLES was set up to determine which aspects of our field are open to short-term de facto standardisation and to encourage the development of such standards for the benefit of consumers and producers of language technology, through bringing together representatives of major collaborative European R&D projects, and of HLT industry, in relevant areas. This work has been conducted with a view to providing the foundation for any future recommendations for International Standards that may be formulated under the aegis of ISO.

The ISLE project (coordinated by A. Zampolli for EU and M. Palmer for US) (see http://www.ilc.pi.cnr.it/EAGLES96/isle/ISLE_Home_Page.htm) targets the three areas of 

· multilingual computational lexicon (EU chair: N. Calzolari; US chairs: M. Palmer and R. Grishman), 

· natural interaction and multimodality (NIMM) (EU chair: N. O. Bernsen; US chair: M. Liberman), 

· evaluation of HLT systems (EU chair: M. King; US chair: E. Hovy). 

These areas were chosen not only for their relevance to the HLT field but also for their long-term significance.  Three Working Groups, and their sub-groups, have carried out the work, according to the already proven EAGLES methodology, with experts from both the EU and US, working and interacting within a strongly co-ordinated framework. Responsible partners recruit members from the HLT community (from both academia and industry) to participate in working groups. International workshops are used as a means of achieving consensus and advancing work. Results are widely disseminated, after due validation in collaboration with EU and US HLT R&D projects, National projects, and industry. 

In the following we concentrate on the Computational Lexicon Working Group (CLWG). We first describe its specific methodology and its goal of establishing a general and consensual standardized environment for the development and integration of multilingual resources (section 1). We briefly present the first phase of activities of the CLWG, dedicated to the elaboration of a survey of existing multilingual resources both in the European, American and (although still in a more limited extension) Asian research and industrial scenarios (section 2). Such a review is also the basis for the process of standard selection and definition, which was the focus of the second phase of the CLWG, aiming at individuating hot areas in the domain of multilingual lexical resources, which call – and de facto can access to – a process of standardisation. Here we also provide a brief description of background lexical resources, such as PAROLE/SIMPLE semantic lexicons built on the basis of previous EAGLES recommendations, and WordNet lexicons. 

We highlight some methodological principles applied in previous EAGLES, and followed in defining the MILE (Multilingual ISLE Lexical Entry) (section 3).

We then describe the ISLE proposals of guidelines for the “Multilingual ISLE Lexical Entry” (MILE), the general architecture and features of MILE, as well as discuss the methodology adopted for its definition. The general architecture of MILE is presented in section 4, and in section 5 the work leading to its definition is presented. We focus on the two essential ingredients for the MILE specification: on the one hand the selection of the types of lexical information most relevant to establish multilingual correspondences, and on the other hand the specification of a data structure which will provide the formal backbone of the MILE as a general representation language to develop multilingual resources and to link computational lexicons. The MILE basic notions are illustrated in section 6, the MILE linguistic data model is presented in section 7, while its formalisation in RDF in section 8.

The ISLE Computational Lexicon Working Group: Objectives and Methodology

2.2 Objectives of Work
For multilingual computational lexicons, ISLE objectives, as stated in the Technical Annex, are: i) extending EAGLES work on lexical semantics, necessary to establish inter-language links; ii) designing and proposing standards for multilingual lexicons; iii) developing a prototype tool to implement lexicon guidelines and standards; iv) creating exemplary EAGLES-conformant sample lexicons and tagging exemplary corpora for validation purposes; and v) developing standardised evaluation procedures for lexicons. 

The ISLE Computational Lexicon Working Group (CLWG) is committed to the consensual definition of a standardised infrastructure to develop multilingual resources for HLT applications, with particular attention to the needs of Machine Translation (MT) and Crosslingual Information Retrieval (CLIR) systems. Compared with other standardisation initiatives active in this field (e.g. OLIF-2; cf. Lieske et al., 2001), the original character of ISLE resides in its specifically focusing on the grey area of HLT where well-assessed language technology meets more advanced levels and forms of linguistic description. With no intent of imposing any constraints on investigation and experimentation, the ISLE CLWG rather aims at selecting mature areas and results in computational lexical semantics and in multilingual lexicons, which can also be regarded as stabilised achievements, thus to be used as the basis for future research.

In particular, various aspects of lexical semantics, although still part of ongoing research, are nevertheless regarded by industrials and developers as the “next-step” in new generation multilingual applications. Lexical semantics has always represented a sort of wild frontier in the investigation of natural language, let alone when this is also aimed at implementing large scale systems based on HLT components. In fact, the number of open issues in lexical semantics both on the representational, architectural and content level might induce an actually unjustified negative attitude towards the possibility of designing standards in this difficult territory. Rather to the contrary, standardisation must be conceived as enucleating and singling out the areas in the open field of lexical semantics, that already present themselves with a clear and high degree of stability, although this is often hidden behind a number of formal differences or representational variants, that prevent the possibility of exploiting and enhancing the aspects of commonality and the already consolidated achievements. Standard definition in this area thus means to lay a first bridge between research in multilingual resource development and its exploitation in advanced technological systems. 

The ISLE CLWG pursues this goal by designing the MILE (Multilingual ISLE Lexical Entry), a general schema for the encoding of multilingual lexical information. This has to be intended as a meta-entry, acting as a common representational layer for multilingual lexical resources. 

Consistently, the ISLE standardisation process pursues a twofold objective:

1. defining standards both at the content and at the representational level for those aspects of computational lexicons which are already widely used by applications;

2. proposing recommendations for the areas of computational lexical semantics which are still in the “front line” of ongoing research, but also appear to be ready for their applicative exploitation, and are most required by HLT systems to achieve new technological leap forwards.

[add sth on the importance for dealing with ‘content’, ‘knowledge, etc….]
This double perspective is one of the peculiar features of the ISLE activities, and contributes to its added value with respect to other current standardisation initiatives. This way, ISLE intends on the one hand to answer to the need of fostering the reuse and interchange of existing lexical resources, and on the other hand to enhance the technological transfer from advanced research to applications.

2.3 Standards design and the interaction with R&D

EAGLES work towards de facto standards has already allowed the field of Language Resources (LR) to establish broad consensus on key issues for some well-established areas — and has allowed  similar consensus to be achieved for other important areas through the ISLE project — providing thus a key opportunity for further consolidation and a basis for technological advance. EAGLES previous results in many areas have in fact already become de facto widely adopted standards, and EAGLES itself is a well-known trademark and a point of reference for HLT projects and products. 

Existing EAGLES results in the Lexicon and Corpus areas are currently adopted by an impressive number of European - and recently also National - projects, thus becoming “the de-facto standard” for LR in Europe. This is a very good measure of the impact – and of the need – of such a standardisation initiative in the HLT sector. To mention just a few key examples: 

· the LE PAROLE/SIMPLE resources (morphological/ syntactic/semantic lexicons and corpora for 12 EU languages, Zampolli, 1997, Ruimy et al., 1998, Lenci et al., 1999, Bel et al., 2000) rely on EAGLES results (Sanfilippo, A. et al., 1996 and 1999), and are now being enlarged at the national level through many National Projects; 

· the ELRA Validation Manuals for Lexicons (Underwood and Navarretta, 1997) and Corpora (Burnard et al., 1997) are based on EAGLES guidelines; 

· morpho-syntactic encoding of lexicons and tagging of corpora in a very large number of EU, international and national projects – and for more than 20 languages — is conformant to EAGLES recommendations (Monachini & Calzolari, 1996, 1999, Leech and Wilson, 1996). 

The fact that the core PAROLE/SIMPLE resources are now enlarged to real-size lexicons within National Projects in at least 8 EU countries allows to have a really large infrastructural platform of harmonised lexicons in Europe, sharing the same model.


For a standardisation initiative it is however important also to accept and incorporate de facto standards which have imposed themselves in the LR community. This is the case of e.g. the EuroWordNet lexicons, now available for many EU languages, or the OLIF standards, used by a number of industrial multilingual systems. ISLE takes this into account.

Standards must emerge from state-of-the-art developments. With this respect, the process of standardisation, although by its own nature not intrinsically innovative, must – and actually does – proceed shoulder to shoulder with the most advanced research. Since EAGLES involves many bodies active in EU-US NLP and speech projects, close collaboration with these projects is assured and, significantly, in many cases, free manpower has been contributed by the projects, which is a sign of both the commitment of these groups/companies and of the crucial importance they place on reusability issues. Procedures have been established allowing EAGLES to access relevant material developed by EAGLES participants working in other projects. As an example, the NSF project XMELLT on multi-words for multilingual lexicons has provided valuable input to ISLE.

The consolidation of a standards proposal must be viewed, by necessity, as a slow process comprising, after the phase of putting forward proposals, a cyclical phase involving EAGLES external groups and projects with:

careful evaluation and testing by the scientific community of recommendations in concrete applications;

application, if appropriate, to a large number of European languages;

feedback on and readjustment of the proposals until a stable platform is reached, upon which a real consensus - acquiring its meaning by real usage - is arrived at;

dissemination and promotion of consensual recommendations.

What can be defined as new advance in this process is the highlighting of the areas for consensus (or of the areas in which consensus could be reached) and the gradual consciousness of the stability that evolves within the communities involved. A first benefit is the possibility, for those working in the field, of focusing their attention on as yet unsolved problems without losing time in rediscovering and re-implementing what many others have already worked on. This is the only way our discipline can really move forward.

2.4 Scope of the recommendations and type of users

The basic idea behind EAGLES work is for the group to act as a catalyst in order to pool concrete results coming from current major International/National/industrial projects. Relevant common practices or upcoming standards are used where appropriate as input to EAGLES/ISLE work. Numerous theories, approaches, and systems are being taken into account, where appropriate, as any recommendation for harmonisation must take into account the needs and nature of the different major contemporary approaches. EAGLES is also drawing strong inspiration from the results of major projects whose results have contributed to advancing our understanding of harmonisation issues.

The major efforts in EAGLES concentrate on the following types of activities, which, as seen in the following, show how, on very general lines, the work is organised in the working groups.

· Detecting those areas ripe for short-term standardisation vs. areas still in need of basic research and development;

· Assessing and discovering areas where there is a consensus across existing linguistic resources, formalisms and common practices;

· Surveying and assessing available proposals or contributed specifications in order to evaluate the potential for harmonisation and convergence and for emergence of standards;

· Proposing common specifications for core sets of basic phenomena, recommendations for good practice, for standard methodologies, etc., on which a consensus can be found;

· Setting up guidelines for representation of core sets of basic features, for representation of resources, etc.;

· Feasibility studies for less mature areas;

· Suggesting actions to be taken for a stepwise procedure leading to the creation of multilingual reusable resources, elaboration of evaluation methodologies and tools, etc.

The general vision adheres to the idea of enhancing the sharing and reusability of multilingual lexical resources, by promoting the definition of a common parlance for different communities (both scientific and industrial R&D communities): not only in the field of multilingual HLT and computational lexicon developers, but also in the areas e.g. of ontologies and the emerging semantic web, so that synergies will be enhanced, commonalties strengthened, and resources and findings usefully shared. In other terms, the process of standard definition undertaken by CLWG, and by the ISLE enterprise in general, on one side represents an essential interface between advanced research in the field of multilingual lexical semantics, and the practical task of developing resources for HLT systems and applications. It is through this interface that the crucial trade-off between research practice and applicative needs will actually be achieved. On the other side ISLE results pave the way to a needed cooperation between until now separate communities, such as HLT actors and groups specifically involved with ‘content’ (ontologies, semantic web, content providers, etc.), enabling future common efforts and resource sharing.

[add sth on the importance for ISLE recommendations to be such that can be used both for information rich lexicons and e.g. for simple domain specific lexicons with not much linguistic info].
The design of a common and standardised framework for lexicon construction can lead to the optimisation of the whole process of production of lexical resources: their creation, maintenance and extension, but also their reusability for different applications and tasks. It is critical to achieve the interoperability needed for effective integration, a precondition for a qualitative improvement in multilingual content processing technologies.

2.5 ISLE Methodology and Organization of Work

In the process of specifying the various components of MILE, the ISLE-CLWG has adopted a three-step methodology:

i) survey of existing monolingual/multilingual lexicons and best practices in computational lexicography as applied in HLT;

ii) identifying the lexical dimensions and the various types of information which are relevant to establish multilingual correspondences. These have been termed basic notions for multilingual lexical encoding. The selection of the basic notions has involved a twofold lexicographic in-depth investigation. The latter has consisted of an experiment of intensive lexical entry writing, paired with an analysis of common practice in multilingual lexicography;

iii) defining a suitable formal data model to encode the basic notions as well as the operations required at the multilingual level.

[To be completed]
The ISLE Survey Phase and Background References

2.6 Survey of major computational lexicons

Following the well established EAGLES methodology, the first priority of the CLWG in the first phase of the ISLE project was to do a wide-range survey of bilingual/multilingual (or semantic monolingual) lexicons, so as to reach a fair level of coverage of existing lexical resources.

This phase is a preliminary and yet crucial step towards the main goal of the CLWG, i.e. the definition of the “Multilingual ISLE Lexical Entry” (MILE). This was the main focus of the second phase of the project, the so called “recommendation phase”, where the main objective is proposing consensual Recommendations/Guidelines. 

With respect to this target, one of the first objectives of the CLWG is to discover and list the (maximal) set of (granular) basic notions needed to describe the multilingual level. Since a substantial part of the basic notions should be already included in previous EAGLES recommendations, and, with different distribution, in the existing and surveyed lexicons, and since the multilingual layer depends on monolingual layers, we had to revisit earlier linguistic analysis (previous EAGLES work, essentially monolinguistic) to see what we need to change/add or what we can reuse for the multilingual layer. 

The Survey Phase

The Survey of existing lexicons (see Calzolari, Grishman, Palmer, eds. 2001) has been accompanied by the analysis of the requirements of a few multilingual applications, and by the parallel analysis of typical cross-lingually complex phenomena. Both these aspects have provided the general scenarios in terms of which the survey has been organised and carried out, as well as they have been the reference landmarks for the propositive phase of standard design. 

The function of an entry in a multilingual lexicon is to supply enough information to allow the system to identify a distinct sense of a word or phrase in the Source Language (SL), in many different contexts, and reliably associate each context with the most appropriate translation in the Target Language (TL). The main issue is how to state in the most proper way the translation correspondences among entries in the multilingual lexicon. The passage from SL to TL makes it necessary to express very complex and articulated transfer conditions, which have to take into account as difficult and pervasive phenomena as argument switching, multi-word expressions, collocational patterns, etc. 

The first step is to determine, of all the information that can be associated with SL lexical entries, what is the most relevant to a particular task, e.g. which notions are the more relevant to be encoded, at which descriptive level, to which elements of the entry conditions and actions for translation need to be associated, etc. The following is a (non-exhaustive) list of key applications which rely on the use of lexical resources:

· Machine Translation (MT)

· Cross-Language Information Retrieval (CLIR)

· Cross-Language Information Extraction

· Multilingual Language Generation

· Multilingual Authoring

· Speech-to-Speech Translation

· Multilingual Summarisation

We decided to focus the work of survey and subsequent recommendations around two major broad categories of application: MT and CLIR. They have partially different/complementary needs, and can be considered to represent the requirements of other application types. The multilingual applications, considered as a starting point for both phases, provide a strong applied focus in tackling multilingual lexical encoding. It is necessary in fact to ensure that any guidelines meet the requirements of industrial applications and that they are implementable.

In the preparation of the Survey, both to facilitate the identification of basic notions and the comparison of surveyed resources, and to focus on aspects of relevance to multilingual tasks, we have decided: 

1. to prepare a grid for lexicon description to be used as a checklist to classify the content and structure of the surveyed resources on the basis of a number of agreed parameters of description; 

2. to identify a small number of major categories of cross-lingual lexical phenomena that could be used to focus the survey, and to provide the necessary bootstrap to the propositive phase. Actually, they represent typical hard cases, which are helpful to highlight the various strategies that different lexicons and systems typically resort to when operating in multilingual environments. It is one of the expected by-products of the global CLWG activity to extend and refine this preliminary list, so as to provide researchers and developers with an updated map of the problematic cases in the realm of lexical information formalisation, storage, and access, together with proposals on how to tackle them.

In order to better analyse lexicons, we organised the Survey in three different types of  resources:

· Machine Readable Dictionaries (MRDs), where the rich monolingual and bilingual information is typical of the lexicographic tradition;

· Computational Lexicons, large lexical resources for general use where detailed morphosyntactic, syntactic and semantic information is explicit and variously represented;

· Lexical resources for Machine Translation systems.

Each lexicon presentation includes: 

a. a description of the surveyed resource (also on the basis of the common grid, see Table 1);

b. possibly, for one or two examples from the cross-lingual lexical phenomena, an explanation of how these examples are handled by this lexicon. 

The following template (drawn up starting from a preliminary list, proposed by Sue Aktins, that essentially concerned the information present in traditional dictionaries, then integrated with more detailed morpho-syntactic, syntactic and semantic information, which might be available in existing computational lexicons and machine-readable dictionaries) has been used as a general grid to evaluate the content and structure of each lexical resource, verifying if the information is available and extractable and focusing on how the various types of information can be relevant to solve problems usually tackled when processing language in a bilingual or multilingual environment. The grid is obviously not intended to be complete, since it is expected that new items might be introduced as a result of the recommendation phase.

                    Table 1: Lexical Information in Bilingual Resources


Entry component

1
headword

2
Phonetic transcription

3
variant form

4
inflected form

5
Cross-reference

6
Morphosyntactic information


a
Part-of-speech marker


b
Inflectional class


c
Derivation


d
Gender


e
Number


f
Mass vs. Count


g
Gradation

7
Subdivision counter

8
Entry subdivision

9
Sense indicator

10
linguistic  label

11
Syntactic information


a
Subcategorization frame


b
Obligatority of complements


c
Auxiliary


d
Light or support construction


e
Periphrastic constructions


f
Phrasal verbs


g
Collocator


h
Alternations

12
Semantic information


a
Semantic type


b
Argument structure


c
Semantic relations


d
Regular polysemy


e
Domain


f
Decomposition

13
Translation

14
Gloss

15
near-equivalent

16
example phrase (straightforward)

17
example phrase (problematic)

18
multiword unit

19
Subheadword also secondary headword

20
usage note

21
Frequency 

2.7 Background resources

2.7.1 The PAROLE/SIMPLE lexicons and the GENELEX model

Given the fact that the PAROLE/SIMPLE Lexicons, based on the GENELEX model, have been  used and critically evaluated as a basis for the definition of the MILE, we briefly provide here some information of these resources. They cover 12 languages: Catalan, Danish, Dutch, English, Finnish, French, German, Greek, Italian, Portuguese, Spanish, Swedish.

All the PAROLE/SIMPLE lexical information is encoded in SGML (for Italian now also in XML), and the whole PAROLE/SIMPLE model is fully represented according to a common DTD for all the 12  languages, based on the GENELEX DTD (GENELEX Consortium, 1994).

The Parole lexical resources (Ruimy et al. 1998) encode the following morphological and syntactic information, divided into optional and mandatory classes for entries:

· Morphology: 

· written forms (graphical morphological unit) including stems and variants 

· morphosyntactic category (part of speech) and as appropriate a sub-category 

· inflected forms 

· morphological features 

· derivation 

· abridged forms 

· Syntax: 

· subcategorisation patterns (with optionality)

· grammatical relations of subcategorised complements 

· control 

· diathesis and lexical alternations 

· pronominalisation 

· linear order constraints 

· constraints on the syntactic context where the lexical entry is inserted 

· syntactic compounds (idioms, etc.) 

The design of the SIMPLE lexicons (Bel et al., 2000) complies with the EAGLES Lexicon/Semantics Working Group guidelines (Sanfilippo et al., 1999), and the set of recommended semantic notions. The SIMPLE lexicons (see http://www.ub.es/gilcub/SIMPLE/simple.html for the specifications and sample lexical entries for the various languages) are built as a new layer connected to the PAROLE syntactic layer, and encode structured “semantic types” and semantic (subcategorization) frames. Each lexicon is based on the same common model, designed to facilitate future cross-language linking: they share the same core ontology and the same set of semantic templates.

The SIMPLE model provides the formal specification for the representation and encoding of the following information: 

i. semantic type, corresponding to the template that each Semantic Unit (SemU) instantiates;

ii. domain information;

iii. lexicographic gloss;

iv. argument structure for predicative SemUs;

v. selectional restrictions on the arguments; 

vi. event type, to characterise the aspectual properties of verbal predicates; 

vii. links of the arguments to the syntactic subcategorization frames, as represented in the PAROLE lexicons; 

viii. ‘qualia’ structure, following the Generative Lexicon (Pustejovsky, 1995), represented by a very large set of semantic relations and features; 

ix. information about regular polysemous alternation in which a word-sense may enter; 

x. information concerning cross-part of speech relations (e.g. intelligent - intelligence; writer - to write).

xi. semantic relations, such as hyponymy, synonymy, etc.

The “conceptual core” of the lexicons consists of the basic structured set of “semantic types” (the SIMPLE ontology) and the basic set of notions to be encoded for each sense. These notions have been captured in a common “library” of language independent templates, which act as “blueprints” for any given type - reflecting well-formedness conditions and providing constraints for lexical items belonging to that type.

1.  TELIC [Top]

…

2.  AGENTIVE [Top]

2.1.
Cause [Agentive]

…

3.  CONSTITUTIVE [Top]

3.1.
Part [Constitutive]

3.1.1.
Body_part [Part]

3.2.
Group [Constitutive]

3.2.1.     Human_group [Group]

3.3.
Amount [Constitutive]

…

4.  ENTITY [Top]

4.1.  Concrete_entity [Entity]

4.1.1.
Location [Concrete_entity]

…

Figure 1. A portion of the SIMPLE Ontology.

There are three main types of formal entities:

· Semantic Units – word-senses are encoded as Semantic Units or SemU. Each SemU is assigned a semantic type from the Ontology, plus other sorts of information specified in the associated template, which contribute to the characterization of the word-sense.

· Semantic Type - SemUs are assigned semantic types. Each type involves structured information represented as template. The semantic types themselves are organized into the Ontology (see Figure 1), which allows for the orthogonal organisation of types (Pustejovsky, 1995). For a complete list of the SIMPLE Semantic Types, cf. Appendix D.

· Template - a schematic structure which the lexicographer uses to encode information about a given lexical item. The template expresses the semantic type, plus other sorts of information characterising multiple dimensions of a word-sense. Templates are intended both to provide the semantics of the types (which are thus not simply labels) and to guide, harmonize, and facilitate the lexicographic work, as well as to enhance the consistency among the lexicons. A set of top common templates (about 150) have been defined during the specification phase, while the individual lexicons can add more language-specific templates as needed.

Templates provide the information that is type-defining for a given semantic type. Lexicographers can also further specify the semantic information in a SemU, by either adding other relations or features in the Qualia Structure, or by adding other types of information (e.g. domain information, collocations, etc.). 

Take, for instance, the template associated with the type Instrument, followed by the SemU for a sense of lancet, instantiating this template:

Usem:
1

BC number:


Template_Type:
[Instrument]

Unification_path:
[Concrete_entity | ArtifactAgentive | Telic]

Domain:
General

Semantic Class:
<Nil>

Gloss:
 //free//

Event type:
<Nil>

Pred_Rep.:
<Nil>

Selectional Restr.: 
<Nil>

Derivation:
<Nil>

Formal:
isa (1,<instrument>)

Agentive:
created_by(1,<Usem>:[Creation])

Constitutive:
made_of(1,<Usem>) //optional// 
has_as_part(1,<Usem>) //optional//

Telic:
used_for(1,<Usem>: [Event])

Synonymy:
<Nil>

Collocates:
Collocates(<Usem1>,…,<Usemn>)

Complex:
<Nil> //for regular polysemy//

Usem:
<lancet-1>

BC number:


Template_Type:
[Instrument]

Unification_path:
[Concrete_entity| ArtifactAgentive | Telic]

Domain:
Medicine

Semantic Class:
Instrument

Gloss:
a surgical knife with a pointed double-edged blade; used for punctures and small incisions

Event type:
<Nil>

Pred_Rep.:
<Nil>

Selectional Restr.: 
<Nil>

Derivation:
<Nil>

Formal:
isa (<lancet-1>,<knife>:[Instrument]) 

Agentive:
created_by(<lancet-1>,<make>: [Creation])

Constitutive:
made_of(<lancet-1>,<metal>: [Substance]) 
has_as_part (<lancet-1>, <edge>: [Part])

Telic:
used_for(<lancet-1>,<cut>:

[Constitutive_change]) 
used_by (<lance-1t>, <doctor>)

Synonymy:
<Nil>

Collocates:
Collocates (<SemU1>,…,<SemUn>)

Complex:
<Nil>

2.7.2 The WordNet-type lexicons

During the years, WordNet (http://www.cogsci.princeton.edu/~wn/), the electronic lexical database that has been being developed at Princeton since the early 80’ by G. Miller and his group, has become an outstanding reality for the lexicon community. 

Its architecture (together with its multilingual version, EuroWordNet) has already been described in the Survey of Available Lexicons so we will recall here only some basic principles.

WordNet, whose design derived by psycholinguistic and computational theories of human lexical memory, is a semantic network representing words and concepts as an interrelated system  consistent with the evidence for the way speakers organize their mental lexicon.

The synset is the set of synonyms that plays the central role of lexical concept in WordNet meshes, working as anchor for every semantic relations. The most important relation in WordNet is hyponymy/hyperonymy, which is the vertical backbone of the entire net by means of which each synset has to be anchored to a superordinate synset (up to the unique beginners, the synsets that are on the top of the hierarchy). 

Horizontally, WordNet develops with many other semantic relations. The following is a list of the relations available in the 1.5 release of the database:

· Antonymy

· Hyperonymy/Hyponymy

· Meronymy/Holonymy (member, substance, part)

· Entailment

· Cause

· Attribute

· Similarity

The current WordNet version, the 1.7, contains 111223 synsets, divided in nouns, verbs, adjectives and adverbs; the relations link only synsets of the same part of speech  except for Attribute, which links adjective and noun.

WordNet is the model of many other similar lexical resources: in particular, its modality of representation of the lexical meaning converged in the design of EuroWordNet (http://www.illc.uva.nl/EuroWordNet/) , a system of eight  monolingual semantic networks (for Dutch, Italian, Spanish, English, Czech, Estonian, French, German) linked by means of an Interlingua index. Also within EuroWordNet, semantic information is encoded in each of the languages dealt with in form of lexical semantic relations between synsets.

The set of semantic relations of WordNet was extended introducing new relations for their supposed relevance and usefulness in linguistic applications (e. g. Cross part of speech relations)
 but the most important factors of innovation of EWN in respect of the original WordNet  are: 

i) Multilinguality, reached via an Interlingual Index (ILI), i. e. an unstructured version of the Princeton WordNet1.5 containing all the synsets belonging to this version but not the relations among them. All the synsets of the monolingual modules of EuroWordNet are linked to this  “interlingua” by means of a set of relations of equivalence to make the resource usable in multilingual applications.

A subset of the ILI was circumscribed, in order to group together all the synsets considered basic concepts (Base Concept, BC) in each language. This subset, which is common to all the EWN languages, works as a means to link the language specific basic concepts to the language independent ontological structure.

ii) a Top Ontology (TO), a hierarchy of language independent concepts reflecting fundamental semantic distinctions and linked to all the monolingual modules via the set of Base Concepts.

The following picture shows an example of the monolingual net surrounding the Italian synset {cane 1} (dog) and its relations of equivalence with the ILI. Dog is also linked, by means of the corresponding base concept, to the Top Concepts of the Ontology.
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   Italian WordNet                                                                                             

                                        Mammifero                         mammal                                       First Order Entity

        Testa, capo                                                           head                              Form                 Origin
                                

     Zampa                                  cane                            dog                    Object                Natural

Coda                                                                                                     Living                                                         


       Muta                                       abbaiare                   bark                      Animal

                     Scodinzolio                                           wag, waggle, …


                                          Guaito                           yelp

The resources developed within the EuroWordNet framework are not the only ones dedicated to languages other than English. Wordnets for dozens of languages  have been built or are under development (for an updated list of them see: http://www.globalwordnet.org/gwa/wordnet_table.htm) and they are applied in a wide variety of applications. 

Thus it is important to take WordNet and its basic structure into consideration, assuring that all the already encoded resources could be easily mapped into the final ISLE recommendations.

3 Lexicographic Work Towards the ISLE Basic Notions
The purpose of this phase of the ISLE work has been to identify the lexical dimensions and the various types of information which are relevant to establish multilingual correspondences. These have been termed basic notions for multilingual lexical encoding.

To tackle this point, the survey of the available computational lexicons and system needs, carried out in the preliminary phases of the project (cf. Calzolari et al., 2001a), has been complemented with a more lexicographic-based effort, to identify the types of information used in bilingual dictionaries to establish translation equivalents. To this purpose, the CLWG has organised two “task forces” with the responsibility respectively of creating a sample of lexical entries and investigating the use of sense indicators in traditional bilingual dictionaries. The aim of these activities has been twofold: i) highlighting the various types of information useful to determine the transfer conditions; ii) exploring and evaluating the full expressive potentialities provided by the reference computational model (i.e. the PAROLE-SIMPLE architecture).

3.1 Sample lexical entries

[to be completed]
A number of lexical items (nouns, verbs and adjectives) have been selected on the basis of their degree of polysemy and complexity of translation, to build a general “test suite” of possible multilingual transfer scenarios. This experiment has started with English, Italian, and French lexical entries, with the goal of extending it to other languages (such as for instance Asian ones) to enlarge the set of linguistic phenomena. Given the envisaged modular structure of MILE, a first phase of the encoding experiment has been dedicated to the creation of monolingual entries, while multilingual correspondences have been added in a second stage.

In this experiment, we wanted to simulate the scenario of independently built monolingual resources that are successively linked through multilingual transfer conditions. The following procedure has been adopted:

1. for each of the selected entries, we extracted the occurrences from various monolingual reference corpora (e.g. PAROLE for Italian, BNC for English, etc.);

2. the extraction results have been organised in senses, with the help of existing monolingual dictionaries and computational lexicons (e.g. SIMPLE, WordNet, EuroWordNet/ItalWordNet, ComLex);

3. the relevant syntactic descriptions and the identified senses have been encoded according to the PAROLE-SIMPLE specifications (Lenci et al., 2000). The result has been a core of monolingual lexical entries described at the morphological, syntactic and semantic levels;

4. the various identified senses have been translated using bilingual dictionaries, and the translations have been revised by native language speakers;

5. on the basis of (4), the monolingual entries have been linked into bilingual entries, by focusing on the tests and actions that need to be expressed to establish proper multilingual correspondences.

Following the PAROLE-SIMPLE model, each monolingual entry has been described in terms of three interlinked entities, i.e. Morphological Unit (MU), Syntactic Unit (SynU) and Semantic Unit (SemU), which encode respectively the morphological, syntactic and semantic relevant information. In the SemUs, the various types of information available in the SIMPLE model (e.g. ontological types, examples, domain information, semantic features, semantic relations, thematic roles, selectional restrictions of the arguments, etc.) have been exploited to provide a formal characterisation of the selected senses of the lexical entries. On the other hand, we focused on the necessary extensions and enrichment of the original model, especially in the prospective of the jump at the multilingual level.

A particularly critical issue both at the monolingual and multilingual level is represented by the dominant role of multiword expressions and collocations. These form a kind of lexicographic “no-man’s land”, which can not be easily captured with the expressive resources of standard computational lexicons. In many circumstances, it is also difficult to organise this highly context-dependent information within the main senses articulation of each word. The border between the purely lexical idiosyncrasy and the possibility of extracting useful generalisation is a very thin line, whose effective characterisation is nevertheless an important demand in multilingual computational lexicography.

An interesting and prototypical case is the Italian noun colpo, which is usually translatable with the English equivalents “blow” and “stroke”. However, in many cases, a more specific translation is needed, depending on the surrounding linguistic context in which this noun appears. For example, when we find colpo in the common context: Colpo+ di +instrument ([NP[Ncolpo]] [PP[Pdi] NP[NX]]]), we usually translate it with stroke, but:

if instrument={frusta (whip)} then colpo=lash
if instrument={falce (sickle)} then colpo=sweep
if instrument={testa (head)} then colpo=header
if instrument={tacco (heel)} then colpo=heel print

etc..

In the same way, when colpo is followed by an adjective it can be generally translated using blow, but:

colpo mancino = an underhand blow 

colpo gobbo =a stab in the back 

colpo basso = a hit below the belt

To deal with all these different and idiosyncratic situations, we had to create some specific SynUs at monolingual level:

synU: "colpo_di_frusta"

description: colpo+[prep="di"]+[N=lex] where [lex]="frusta"

……

synU: "colpo_di_tacco"

description: colpo+[prep="di"]+[N=lex] where [lex]="tacco"

……..

synU: "colpo_mancino"

description: colpo+[adj=lex] where [lex]="mancino"

etc...

Then, in the multi-MILE layer we must simply record the correspondences between Italian and English SynUs: 

Mult_Usyn: <colpo-di-frusta_lash>

Italian_Usyn: "colpo-di-frusta"

English_Usyn: "lash"

Mult_Usyn: <colpo-di-tacco_heel-print>

Italian_Usyn: "colpo-di-tacco"

English_Usyn: "heel_print"

Mult_Usyn: <colpo-mancino_underhand-blow>

Italian_Usyn: "colpo_mancino"

English_Usyn: "underhand_blow"

The correspondence established only at syntactic level is the most simple and direct, but we have to specify the whole range of transfer situations - between all the different layers of lexical description - for which we have to establish links. We are designing a model which provide us a set of explicit lexical objects (see section 4.2), that can be used to create new syntactic positions, new arguments, to constrain semantic and syntactic information via a powerful yet simple lego-mechanism of tests and actions.

3.2 A database of sense indicators

[to be substituted with the new version when available]
A second important task in the investigation and discovery of the lexical dimensions relevant for multilingual transfer conditions has been to create a database of lexicographic sense indicators. The goal was to identify and classify the ‘clues’ given by the lexicographer to the bilingual dictionary users in order to guide them to the most appropriate choice of equivalence in the foreign language. 

The database should therefore offer the answers to the following questions:

· what type of information is used in multilingual dictionaries to establish translation equivalents?

· how to classify this information in a way that reflects the lexicographically relevant facts (LRF)?

Answers to these two questions are of great help in leading to the formalisation of the implicit information available in current bilingual dictionaries, and in formulating recommendations regarding effective transfer conditions in machine-assisted translation. Figure 2 shows a screenshot of the database Web-based GUI.

We extracted automatically from an English-French dictionary the source word with its syntactic category, the target words and the sense indicators (SI). We then classified the SIs with regard to 5 


LRFs, namely:

1. whether the SI fills:

· a subcategorized position (subject, complement, etc.);

· an adjunctive/modification position (manner, instrument, etc.) vis-à-vis the headword;

2. whether the SI specify conditions on the headword, such as:

· semantic relationships (synonymy, hyperonymy, hyponymy, etc.);

· textual information (style, level, language variety, etc.);

· morphological information (number, gender, etc.);

For verbs of a bilingual dictionary, for example, statistics are as follows:


Subcategorized pos.
Adjunct pos.
Hierachical rel.
Textual inf.

Intrans. verbs
355
44
656
166

Trans. verbs
1149
44
275
284

This figure tend to show that the two most relevant types of information concern the subcategorized positions and then the hierarchical relations. This can be compared to other categories and give interesting information about what is relevant from the point of view of the lexicographer.

Other interesting queries from the lexicographic point of view are:

· what properties do the verbs share which are encoded with the same type of LRF 

· what types of verb are encoded with, for instance

· SIs that have the pattern ''by N'' expressing a manner

· all SIs that contain a specific string like ''US'', ''person'', etc.

· all SIs that are adverbs, etc.
The database of sense indictors represents an important project internal resource, but it can possibly be developed into a more general supporting tool for lexicographers. The extracted sense indicators have been compared with the types of lexical information provided in PAROLE-SIMPLE, as well as with existing models of transfer conditions. This way, they have provided a useful help and guideline for the lexicographers/linguists in charge of the preparation of the sample multilingual entries, as described in section X.

The ISLE Recommendations. The Multilingual ISLE Lexical Entry (MILE)

3.3 Basic EAGLES principles

We remind here just a few basic methodological principles derived from and applied in previous EAGLES phases. They have proven useful in the process of reaching consensual de facto standards in a bottom-up approach and are at the basis also of ISLE work. 

The MILE is envisaged as a highly modular and layered structure, with different levels of recommendations. Such an architecture has been proven useful in previous EAGLES work, e.g in the EAGLES morphosyntactic recommendations (Monachini and Calzolari, 1996), which embody three levels of linguistic information: obligatory, recommended and optional (optional splits furthermore into language independent and language dependent). This modularity would enhance: the flexibility of the representation, the easiness of customisation and integration of existing resources (developed under different theoretical frameworks or for different applications), the usability by different systems which are in need of different portions of the encoded data, the compliance with the proposed standards also of partially instantiated entries. It also provides for accomodation of very simple data types while allowing with much richer and complex models.
The MILE recommendations are also very granular, in the sense of reaching a maximal decomposition into the minimal basic information units that reflect the phenomena we are dealing with. This principle was previously recommended and used to allow easier reusability or mappability into different theoretical or system approaches (Heid and McNaught, 1991): small units can be assembled, in different frameworks, according to different (theory/application dependent) generalisation principles. Such basic notions must be established before considering any system-specific generalisations, otherwise our work may be too conditioned by system-specific approaches. For example, ‘synonymy’ can be taken as a basic notion; however, the notion of ‘synset’ is a generalisation, closely associated with the WordNet approach. ‘Qualia relations’ are another example of a generalisation, whereas ‘semantic relation’ is a basic notion. Modularity is also a means to achieve better granularity. High granularity and maximal decomposition does not mean that we limit our recommendations to these very basic notions. On the contrary, whenever has been found consensus enough on a more complex linguistic object, we have also provided with MILE the definition of such shareable commonly agreed linguistic objects (e.g. synsets and qualia relations).

On the other side, past EAGLES experience has shown it is useful in many cases to accept underspecification with respect to recommendations for the representation of some phenomenon (and hierarchical structure of the basic notions, attributes, values, etc.), i) to allow for agreement on a minimal level of specificity especially in cases where we cannot reach wider agreement, and/or ii) enable mappability and comparability of different lexicons, with different granularity, at the minimal common level of specificity (or maximal generality). For example, the work on syntactic subcategorisation in EAGLES proved that it was problematic to reach agreement on a few notions, e.g. it seemed unrealistic to agree on a set of grammatical  functions. This led to an underspecified recommendation, but nevertheless one that was useful. The same possibility of underspecified (under many respects) entries is provided by MILE, through a hierarchical organisation of basic notions.

One of the first objectives of the CLWG is (as said above) to discover and list the (maximal) set of (minimal/more granular) basic notions needed to describe the multilingual level, according to the ‘edited union’ of what is available in major lexicons/models/dictionaries/standards, at least as a starting point. Connected to this, it is expected that any MILE proposal will contain redundancy. This is not problematic with regard to recommendations. It is only at the level of the lexicon instance that a lexicon builder may want to avoid redundancy, for reasons of efficiency, etc. 

3.4 MILE ‘basic notions’

3.4.1 General principles

The principle guiding the elicitation and proposal of MILE basic notions in the recommendation  phase has been, according to a previous EAGLES methodology, the so-called ‘edited union’ (term put forward by Gerald Gazdar in earlier EAGLES work) of what exists in major lexicons/models/dictionaries, at least as a starting point, enriched with those types of information which are usually not handled, e.g. those of collocational/syntagmatic nature, and obviously those pertinent to the multilingual layer. The work of gathering descriptions and characterisations of multilingual lexical phenomena from a set of major existing lexicons, systems, dictionaries, etc., provides better ground to decide what is needed, what can be agreed on, what can be integrated in a unitary MILE, what is lacking or needs formalisation, and so on.

This method of work has proven useful in the process of reaching consensual de facto standards in a bottom-up approach and is at the basis also of ISLE work. There is every interest in building on existing resources, rather than starting from scratch, thus efforts must continue in this direction. 

Natural language meaning has always been thought of as one of the hardest problems for standardisation. However, the increasing use of conceptual classification in the development of language technologies is rapidly changing this perception. At the same time, the growing need for dealing with semantics and contents in HLT applications is pushing towards more powerful and robust semantic components. Within the last decade, the availability of robust tools for language analysis has provided an opportunity for using semantic information to improve the performance of applications such as Machine Translation, Information Retrieval, Information Extraction and Summarisation. As this trend consolidates, the need of a protocol which helps normalise and structure the semantic information needed for the creation of reusable lexical resources within the applications of focus, and in a multilingual context, becomes more pressing. Times are thus mature to start tackling the question of how to formulate guidelines for multilingual lexical (semantic) standards.

Sense distinctions are especially important for multilingual lexicons, since it is at this level that cross-language links need to be established. The same is true of syntagmatic/collocational/ contextual information. To these areas we have payed particular attention in the recommendation phase, and we have examined how to extend the available EAGLES guidelines in these and other areas to propose a broad format for multilingual lexical entries which is of general utility to the community.

In the previous EAGLES work on Lexicon Semantics (Sanfilippo et al., 1999) the following technologies were surveyed to determine which types of semantic information were most relevant:

· Machine Translation (MT)

· Information Extraction (IE)

· Information Retrieval (IR)

· Summarisation (SUM)

· Natural Language Generation (Gen)

· Word Clustering (Word Clust)

· Multiword Recognition + Extraction (MWR)

· Word Sense Disambiguation (WSD)

· Proper Noun Recognition (PNR)

· Parsing (Par)

· Coreference (Coref)

The results of the previous EAGLES survey are here summarized. Each different type of semantic information is followed by the application type in which it figures:

· BASE CONCEPTS, HYPONYMY, SYNONYMY: all applications and enabling technologies

· SEMANTIC FRAMES: MT, IR, IE, & Gen, Par, MWR, WSD, Coref

· COOCCURRENCE RELATIONS: MT, Gen, Word Clust, WSD, Par

· MERONYMY: MT, IR, IE & Gen, PNR

· ANTONYMY: Gen, Word Clust, WSD

· SUBJECT DOMAIN: MT, SUM, Gen, MWR, WSD

· ACTIONALITY: MT, IE, Gen, Par

· QUANTIFICATION: MT, Gen, Coref

It is important to notice that all of these semantic information types (except for quantification) are covered by the SIMPLE model. For this reason, the structure and the characteristics of SIMPLE (as a lexical resource designed on the basis of the EAGLES recommendations) has a crucial place in the design of the MILE. Within the MILE we have complemented the SIMPLE design and basic notions also with WordNet-style lexicons, thereby trying to get at a more comprehensive and coherent architecture for the development of semantic lexical resources. 
Obviously MILE also includes previous EAGLES recommendations for other layers. We have  evaluated the usefulness of these other layers in the multilingual perspective, e.g. for the MT and CLIR tasks. We therefore had to analyse whether existing EAGLES recommendations, or existing lexicon models, with respect to the agreed basic notions, comply with the requirements of a multilingual perspective. It has however appeared that existing models (or even the union of them) do not cover all the notions/data which are needed for multilingual tasks. In this respect, we had to discover areas of deficiency, and highlight areas in need of further analysis. The same is true of applications: for some of the already available lexical information, current systems are not yet able to use it. Here too areas where systems could be easily improved could be spotted and put forward. 

3.4.2 Basic Notions: operative definitions and background

Identifying the basic notions of the MILE means to understand which are the lexical dimensions that play a role, at any level of linguistic description, in a multilingual framework. The work of the previous EAGLES (focussed on Morphosyntax, Subcategorization and Lexical Semantics) provided an analysis of the linguistic information crucial for the description of a computational lexical entry in monolingual perspective. The ISLE intention is to exploit the EAGLES bulk of work and to extend the results in a multilingual perspective, trying to make a synthesis of all the information that is relevant to build a multilingual lexical entry (a M(I)LE) starting from a monolingual description. 

In the multilingual lexical entry, the information about the syntactic and semantic behaviour of an entry is constrained (adding or deleting semantic and/or syntactic information) by means of a set of   lexical operations that allow to create correspondences between language pairs.

In other words, all information concurring to define a syntactic structure or a word meaning from a monolingual point of view can be exploited for multilingual requirements and, together with the lexical operations, can be regarded as basic notions.  

A general description of the basic notions will be provided by means of examples highlighting the role of basic notions in the multilingual perspective. They will be also described in terms of their constitutive sub-elements, thus paving the road towards a more formal definition of these objects (section ..).

The main input to this work comes from the previous experiences:

· The Recommendations on Subcategorization (available for browsing and download at http://www.ilc.pi.cnr.it/EAGLES96/synlex/synlex.html) and on Lexical Semantics (http://www.ilc.pi.cnr.it/EAGLES96/s …) proposed by EAGLES, where already emerged a set of  agreed-on information

· The syntactic and semantic layers of the PAROLE and SIMPLE lexicons, which built-up with the flexible and harmonized GENELEX model, uniform criteria and types of information for twelve EU languages, can be seen as plurilingual lexicons, allowing cross-language linking.

· The ISLE Survey of main approaches towards bilingual and monolingual lexicons (Deliverable D2.1-3.1), which provides an examination of linguistic phenomena crucial to sense distinction and to the selection of the correct translation equivalent.

· The work on Sense Indicators (cf. x.xx).
· The experience gained from the creation of mono and bilingual lexical entries (cf. x.xx).
3.4.3 Basic Notions for Morphology 
[to be written]
3.4.4 Basic Notions for Syntax

Dealing with multilingual phenomena implies the treatment of the numerous linguistic facets concurring to determine the behaviour of an entry in its syntactic context.  A special role in this regard is played by the notion of syntactic frame, the structure that contains the syntactic arguments  of an entry, their phrasal realization, the entry itself and its probability to appear in a corpus with a specific syntactic context. The notion of syntactic frame will be introduced, together with its sub-elements and attributes.

3.4.4.1 Syntactic Frame

The possibility to express in an explicit way the information inherent to the complementation pattern of a lexical entry is crucial for the implications in a multilingual framework.

The notion of subcategorization has been the object of investigation of a previous phase of EAGLES and its results constitute the EAGLES Recommendations on Subcategorization of which  the PAROLE lexicon architecture (http://www.gilcub.es/… and PAROLE, … ) is an example of instantiation.

It corresponds synthetically to a set of possible syntactic structures (the head and its syntactic arguments) associated with an entry (typically a verb, but also a so-called predicative noun, an adjective or an adverb). Information about subcategorization can be expressed by means of a list of sub-elements and in this sense can be considered as a complex basic notion. Sub-elements are:

1. A list of slots/positions representing the syntactic arguments (mandatory or optional) and their phrasal realization;

2. Categorial and morphosyntactic constraints concerning the lexical unit being described (the Self in EAGLES terminology)

3. Surface order information;

4. Frame probability.

Under a general perspective, “Subcategorisation is concerned with the lexical specification of a predicate's local phrasal context” (EAGLES-SYNLEX, 1996).  

The two notions of subcategorization and argument structure are strongly interconnected: they both are at the heart of the correspondence between syntax and semantics. They have a strong discriminating power in the translation selection, giving rise to different translation equivalents on the basis of the different thematic roles and semantic characterization a syntactic position can take.

The notion will be presented here only at the level of syntax, focussing on how the complementation pattern of an entry can be used to address the translation in the right direction. The correspondence between syntax and semantics will be dealt with later, after the introduction of the basic notions for semantics.

Different syntactic readings of the same lexical unit may have implications from a multilingual point of view. In this sense, the absence of  a complementation pattern should also be considered a kind of syntactic description by itself which may have a discriminant power vs. another frame-bearing reading of the same lexical units. Let’s consider the typical polysemy abstract vs. concrete nouns incur into: the 0-frame noun, preferably, bears a concrete reading, whereas the frame-bearing noun goes towards an abstract sense. From a multilingual perspective, the different constructions may also imply different translations. For example, the Italian velo gets different translations according to the different complementation patterns (0-frame vs. frame-bearing construction):

un abito di velo (a voile dress) vs. un velo di tristezza (a veil of sadness)



bassa marea (low tide) vs. una marea di gente (a stream of people)


3.4.4.2 Regular Syntactic Alternations and Frameset

The FrameSet has been proposed in the Report on Subcategorization by EAGLES among the set of recommended information, with the aim of explicitly relating together different surface regular alternations associated with the same deep structure (or predicate). At representational level, the mechanism of FrameSet allows to collect together, in a same syntactic entry, systematic alternations of frames that do not imply differences in meaning, by relating the “base structure” with the so-called “transformed structure”, and specifying the rules that link the slots or slot fillers of the alternating structures. Phenomena, generally, dealt with by the FrameSet are:

· causative/inchoative alternations

· locative alternations

· different structures of symmetric verbs

· intransitive/transitive vs. reciprocal alternations

Schematically, the Frameset is as follows:


3.4.4.3 Slots

Slots are the subcategorized elements of the syntactic frame (the syntactic positions in the GENELEX terminology) and can be described in terms of:

· Categorial and morphosyntactic information expressing the syntactic property of a slot realization. The slot can be filled by a terminal or non-terminal syntagma.

This is the place where the phrasal realization of the syntactic argument can be specify (saying for example that the first slot, Slot0 – or in PAROLE terminology,  Position0 –  is instantiated by a Noun-Phrase etc.).

A list of non-terminal categories is given in the  EAGLES Recommendations on Subcategorization (EAGLES-SYNLEX, pagg. 64-65):

S-Sentence

VP-Verb Phrase

NP-Noun Phrase

PP- Preposition Phrase

AP- Adjective Phrase

ADVP- Adverbi Phrase

DETP –Determiner Phrase

XP- Underspecified Phrase

Different surface realizations of the same position can have a strong multilingual valency: the following example shows the Italian verb sapere (to know something) that gets different English translations depending on the phrasal realization of its complements
:

sapere

Frame 1: Gianni sa la verità (Gianni knows the truth)

Frame 2: Gianni sa nuotare (Gianni can swim)  





A slot filler can also be described in terms of terminal categories (the object SyntagmaT of PAROLE), for example those provided by the EAGLES Morphosyntax Group (Synopsis, 1996):

N- Noun

A- Adjective

P- Pronoun 

V- Verb

ADV- Adverb

CNJ- Conjunction

ADP- Adposition

DET- Determine

ART- Article

INTJ- Interjection

Besides grammatical category and functions, slots can also be characterized using restricting features, i.e. labels that allow to specify further restrictions of morphological kind (i.e. tense, mood, gender etc…) or lexical kind (for example the lexical introducer of a prepositional phrase).

Since the same features can be also used to characterize the information about the head of the construction (the Self in the EAGLES terminology), their treatment will be presented in a separate section (cf. 1.1.4).  

· Grammatical Function is one of the characteristics of a slot realization which expresses the syntactic relation linking the slot to the head it subcategorizes for. 

In the EAGLES work on subcategorization the recommended grammatical functions are a small set of few elements
, comprising:

-subject/complement and predicate (necessary);

-direct and indirect object (recommended);

-clausal components and sencond object (useful).

The grammatical function characterizing one of the syntactic positions of the frame turns out to be a crucial notion under the multilingual point of view, since it can be constrained adding information at multilingual level and expressing, for example, a typical object or subject of a verb. Also  within Lexicographically Relevant Facts inventoried by S. Atkins and P. Bouillon, typical subject or typical object turn out to be very frequent sense indicators. The following example shows the possible translations of the Italian verb dondolare (to swing one’s arms, to dangle one’s feet, to rock the cradle) according to the different typical objects:
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· Order

The relative order of the slots in the surface syntactic realization can be provided by a progressive number (starting from 0).

· Frame Probability

Frame Probability is a notion coming from the area of lexical knowledge acquisition and is not part of the previous EAGLES recommendations. As stated in Roland and Jurafsky (1998), “each lexical entry for a verb expresses a conditional probability for each potential subcategorization frame”. In this sense, the lexical entry can be regarded as a vector of probabilities associated with its syntactic descriptions. Statistical information in the lexical entry is useful: if some subcategorization frames are more likely to occur than others, then it is possible to use this kind of information to address the translation to the most likely equivalent in the target language. The information about Frame Probability is always relative to a specific corpus and thus can be expressed by a couple constituted by an absolute number indicating the frequency of the frame (or by a percentage or an index of probability) and by the reference corpus.

· Optionality 

In many cases, there is the need to state the optional realization of a syntactic slot within a subcategorization frame. In order to assess the optionality e.g. of a verb argument, ‘nuclear’ sentences should be considered , in a ‘not-marked’context (since marked context can admit even the omission of traditionally obligatory complements). For the verb to sing, the structure I am singing can be considered self-explanatory, wheareas, for the verb to buy, you are buying is retained as needing an obligatory direct object for the completion of the sentence
. Optionality, in a monolingual framework, can turn out to be a clue for sense disambiguation, e.g. a literal meaning vs. a figurative reading: la legna si accese (incendiarsi) vs. Gianni si accese d’ira (adirarsi). Additionally, in a multilingual perspective, this can imply different translations: the wood caught fire vs. John blew up with rage. The same can be true for nouns, e.g., I lost my key (instrument) vs. to know the key (solution) to the enigma, where the abstract sense obligatorily requires the presence of the slot pp-to. See above for implications in translation of obligatory complements.

Restrictions on the presence/absence of complements and hence of slots can also take place, the so-called conditionned optionality:

· the absence of a slot exlcudes the presence of another slot : cf.

John refuses oboedience to Mary/John refuses oboedience/John refuses

but not *John refuses to Mary

where the absence of the direct object prohibits the presence of the indirect object

· the absence of a slot makes obligatory the presence of another slot: cf.

John competes with Mary for the exam/John competes for the exam/John competes with Mary


but not *John competes

where the presence of one of the two arguments is needed in order for the sentence to be acceptable

3.4.4.4 Information on the Self of the Syntactic Frame

Another sub-element of the syntactic frame is the lexical item placed in the specific syntactic environment, for which it is important to explicity encode the part-of-speech information and all the features characterizing its morphosyntactic behaviour, i.e. the auxiliarity, morphological restriction like number and gender for nouns, syntactic information like mood and tense for verbs etc..(cf 1.1.4). This information is usually  already described at monolingual level, but can also be added by means of a specific lexical operation in the multilingual level, when it is useful to address the translation in a specific direction. Very important is the possibility to specify complex head in order to represent polylexical units. A complex head is something having an inner structure made of embedded positions describing the multiword components. This necessity strongly arises during the phase of entries creation, when it is important to have at disposal a device to represent in a straightforward way an entry like “make an impression” (complex head formed by make -verbal head- + a slot for the NP “impression”).

3.4.4.5 Restricting Features

The information about the syntactic frame and the syntactic behaviour of an entry can be further specified by means of a set of features. In most cases, the only use of categories is not sufficient to supply the necessary information and  categories must be completed by using restricting features.
The EAGLES Documents on Subcategorization (SynLex, 1996) and on Morphosyntax (Synopsis, 1996) provides a classification of the possible types of information that can be used to refine the information already specified in the Slots and in the Self. 

Features are distinguished in 

· morphosyntactic 

· lexical 

Morphosyntactic restrictions can be imposed in the slot realization to account for

· cases that e.g. constrain a plural realization of a complement: 
ex. collezionare francobolli (to collect stamps)
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ex. pullulare di stelle (to swarm with stars)
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· cases that constrain information according to the feature mood, e.g. Italian cases where the that-clause forces the subjunctive mood.
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Beside refining information at monolingual level, this kind of information results to be crucial at multilingual level for the selection of the correct translation and also for the generation of the right context. 

The example below shows the mechanism of constraining the information about the number of the self in order to reach the correct correspondent in the TL (the Italian aiuto can be translated by help or aid depending on the number):
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In the same way, the gender of the Italian figlio can be constrained to reach the masculine son and the feminine daughter of English.
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Lexical features, on their turn, help to describe various aspects of the lexicalization of a phrase (its preposition etc.) and are also crucial at multilingual level, since we may need to select a specific preposition within a subcategorization frame. 
For example, the Italian verb prendere take different English translations according to the preposition that introduce the PP: Gianni prende per il bavero Paolo (John seize Paul by the scruff of his neck) and Gianni prende a schiaffi Paolo (John slaps Paul’s face).



Control is a kind of information that can be expressed by means of features (see SynLex and the PAROLE instantiation of GENELEX). Control is crucial in a syntactic frame since “deals with relations between two slots”, an element understood of the infinitive clause (controlled) and a participant of the verbal frame (controller) of the governing sentence. In the syntactic frame a feature will specify that there is the presence of control and the value will indicate the kind of control: subjectcontrol, objectcontrol, indirectobject.



Gianni afferma di poter venire



Gianni promette a Maria di venire alla festa



Gianni accusa Mario di essere un ladro



Gianni prega Luca di venire alla festa



Gianni chiede a Mario di svolgere un lavoro



Gianni impedisce a Luca di andarsene

At the level of slot realization, controller and controllee can be put into relations.

In raising constructions (cf. SynLex p. 81), the subject expressed in the governed sentence is “raised” as subject of the governing verb
.

sembra che Luca sappia l’inglese

[Luca sembra sapere l’inglese]

Control may also have impact on sense distinction, since in some languages a difference in control switches on different meanings, cf.  French dir and Italiano dire that select the sense of directive speech act (vs. declarative speech act) in presence of control on indirect object.
3.4.4.6 Linear Order

The slots of the subcategorization frame have a conventional or canonical order that can be different from the linear order of the positions in real sentences, since the surface order is not something that should be encoded in the lexicon. Anyway, as stated in the Recommendations on Subcategorization (EAGLES-SYNLEX..), “for some lexical units and for some languages…some verbs may constrain the possible order of their slots or slots realizations more than others”.

3.4.5 Basic Notions for Semantics

At semantic level, basic working information units are represented by word-senses. All information concurring to discriminate senses in a monolingual framework or to direct towards a given translation in multilingual operations are regarded as basic notions. It is at the level of sense distinction that cross-language links are established and this is the reason why this level appears to be crucial in a multilingual environment.  

The previous EAGLES guidelines in the area of lexical semantics have been hence re-interpreted under this perspective, trying to provide the set of information as much complete as possible necessary to deal with multilingual phenomena. In this light, the bulk of semantic information encoded in the SIMPLE lexicons (that, beginning from the EAGLES recommendations, have been taken as the monolinguistic basis for the analysis carried out here) are also re-examined, integrated (with other dimensions coming e.g. from WordNet) and all wrapped up in view of the MILE. Other realities have been taken into account since the notion of word meaning, which is central to semantics description, is not uncontroversial. In the lexicographic tradition, the word meaning is the sense, the unit resulting from the subdivision of the lemma in its readings. In lexicons à la GENELEX (or SIMPLE), the word meaning is represented by the SemU – the Semantic Unit –  corresponding to the traditional notion of word sense and constituting the nuclear building block of the whole semantic description. It is the semantic unit that is linked to a given ontological type, it is the semantic unit that the semantic frame is associated to and it is the semantic unit that, alternatively, works as  the target and the source of all semantic relations. A different modality of representation resorts to the synset, the set of synonyms that constitutes the building block in WordNet (Fellbaum, 1998) and WordNet-like kind of resources (Vossen, 1999). During the years, WordNet has become an outstanding reality for the lexicon community, with WordNets dedicated to dozens of languages and applied in a wide variety of applications. Thus, it is important to take WordNet and its basic structure into consideration, ensuring that all the already encoded resources could be easily mapped into the final ISLE recommendations.

In the same way as for the syntactic side, in semantics, basic notions can be of two types: simple or complex. A simple notion is simply constituted by the notion itself (e.g. Domain), whereas the complex one subsumes and can be described in terms of other sub-elements (e.g. the semantic frame subsuming other elements, such as Predicate, Arguments, Roles, …, each of them working as basic notion).

3.4.5.1 Semantic Frame

This is a complex notion, that specifies the predicative argument structure of a lexical unit described in terms of the following types of sub-elements: the predicate, which on its turn is described by means of a list of arguments, their semantic role and the selectional restrictions the predicate operates on them. This notion “incorporates most of the lexical semantics elements, since predicates are often the ‘kernel’ of propositions” (RecLexSem, 1999). It is an important element in monolingual perspective, in lexical resources and for applications, thus playing a crucial role in establishing links between the syntactic and the semantic levels. In SIMPLE, where the semantic frame is recommended and instantiated with a very high degree of detail (cf. SIMPLE p. 46), information about the type of link between the predicate and the unit at hand is also provided. This information can have repercussions on cross-language linking.

In a multilingual perspective, the semantic frame is the place where many operations necessary to go from L1 to L2 occur: all information connected to it concurs facilitating such operations.

3.4.5.1.1 Predicate

The information about the predicate is relevant mainly for verbs, predicative nouns, adjectives prepositions and adverbs. The approach to predicates can be of two types: multilingual, as language-independent primitive predicates or monolingual, as language-dependent lexicalized predicate. On the one hand, ‘abstract’ predicates to be shared by homogeneous classes of semantic units across languages could acquire a kind of “interlingua” valency (property_of, which could be linked to all nouns indicating property, such as bellezza, beauty, beauté; altezza, height, hauteur, …independently of lexicalization in every language). EAGLES recommends and SIMPLE instantiates language-dependent lexicalized predicates which present “the advantage of reducing the complexity of the linking with syntax” (SIMPLE, p.46). Predicative entries are ascribed a semantic predicate, being provided with the so-called predicative representation. The approach followed in SIMPLE for the selection of predicates foresees that members of a whole derivational paradigm are all linked to the same predicate. It follows that different semantic units may share the same predicate in the predicative representation: e.g. the verb destroy and the nouns destruction and destroyer all point to the Preddestroy; similarly, the verb employ, and the nouns employment, employer and employee are linked to the Predemploy.
The type-of-link is the place where the different relations holding between the semantic unit and the assigned predicate are reflected:

· Verbal lexical units employ and destroy present wrt their predicate a ‘master’ type-of-link, which stands for ‘the priviledged lexicalization of the predicate’; 

· employment and destruction, on their turn, constitute event nominalizations (whose surface realizations instantiate all the arguments of the relevant predicate). 

The fact of having the verbal and deverbal noun structures linked together via the predicative representation could be of extreme utility in order for, e.g.,  the two different surface realizations of the same predicate be recovered in translations from a language to another
. 

· Employer and employee are, respectively, agent and patient nominalizations of Predemploy. Within the type of link there is also the possibility to specify that in both nominalizations the phenomenon of ‘argument absorbtion’ takes place, i.e. employer absorbs in the lexical head the Arg0:agent, whereas employee encapsulates Arg1:patient.

· Instrument nominalizations and locatives (Other nominalizations) are ascribed the relevant predicate as well, cf. mixer that incorporates Arg2:instrument of the Predmix and breeding that realizes Arg2:location of the Predbreed.
[Examples from SIMPLE]

3.4.5.1.2 Arguments

The notion of predicate involves the specification of the number and type of arguments. Arguments as well as predicates are ‘lexically driven’ so, each predicate has its ‘own’ arguments. Determining the list of arguments involved in a predicate is not a trivial task. As an example, SIMPLE states that the choice of the number of arguments for a predicate has to be determined on purely semantic grounds: it is perfectly possible for a semantic argument not to be mappable to any syntactic position, and, conversely, it is perfectly possible for a syntactic position to remain unlinked to any argument. 

At multilingual level, arguments represent a critical notion, since most of the operations to go from L1 to L2 seem, principally, to affect aspects of the syntactic facet connected to a semantic frame, the number of arguments involved in Frame1 and Frame2, the order of the slots filled at the level of surface syntactic realization. 

[Examples from SIMPLE]

3.4.5.1.3 Thematic Roles

They specify the semantic links between the head (predicate) and the grammatical functions it governs (arguments) and it is on the basis of the recognized roles that the argument structure can be defined. E.g. the semantic frames of “giving”, “putting” and “instrumental” can be recognized as trivalent structures: 

donare (to give) ARG0-Agent ARG1-Patient and  ARG2-Beneficiary

mettere (to put)  ARG0-Agent ARG1-Patient and  ARG2-Locative 

tagliare (to cut) ARG0-Agent ARG1-Patient and  ARG2-Instrumental

EAGLES guidelines on lexical semantics provide a set of basic (commonly used) thematic roles:

· Agent

· Patient

· Experiencer

· Location

· Instrument

They are crucial in cross-lingual operations, since roles can be assigned different surface realizations and positions in frames depending on the syntactic peculiarities of different languages, but, remaining unchanged in deep realizations, can act as a clue to generate the correct translation equivalent.

Predgive:  ARG0-Agent  ARG1-Patient  ARG2-Beneficiary

    Gianni dà un libro a Maria

    John gives Mary a book 

[FIGURE]
3.4.5.1.4 Selectional Restrictions

Selectional restrictions should rather be intended as selectional preferences (cf. EAGLES, SIMPLE and IsleSurvey) i.e. as arguments which are preferably selected by a predicate.

Selectional restrictions of an argument can be specified in terms of the following types of information:

Semantic Type, taken from the list of semantic types that form the Ontology (see the section on Semantic Type);

Features or Notions, e.g. a set of semantic types (Human Animal, i.e. the ( of the set of Humans and the set of Animals), a feature(s) plus a semantic type (Human +female). 

Semantic Unit: for instance, barke has a two-argument semantic frame, where the second is restricted to dog (where dog should include all instances of  class dog).
Synsets: restrictions can be enforced also by means of a group of admitted synonyms
.

Collocations: restrictions can involve a lemma typically accompanying the unit at hand.
Restricting the predicate’s argument by means of semantic features allows to overcome cases in which the use of other expressive means, e.g. semantic types, seem to fail in capturing the full range of arguments, being, alternatevely, too wide or too restrictive
. Features, which cut across the type hierarchy, allow in fact to capture a more suited sets of lexical units and are considered more powerful in identifying preferences: cf. the restriction on patient of the Predeat, that excludes vegetals and fruit if expressed with the type Food, whereas captures also other semantic units sparsed over different semantic types (Vegetal, Fruit, Vegetal_entity, Substance, Natural_Substance …) if expressed by the feature [+edible] (see below for the use of distinctive features).

3.4.5.2 Synset

The synset is the set of synonyms that plays the central role of lexical concept in WordNet. Following psycholinguistic assumptions, the idea is that the human lexical memory is organized around concepts that words can be used to express. The same meaning can thus be carried by more than one word and represented by the group of those words themselves.

This is an important shift from the lexical organization introduced so far: the synset can be viewed as a set of senses of different lemmas (the variants, in the EuroWordNet terminology, the SemUs in Genelex-Simple terminology) grouped on the basis of their reciprocal synonymy. The following list of word senses are examples of two actual WordNet1.6 synsets obtained with the search word home: 

(dwelling, home, domicile, habitation( -  a physical structure that someone is living in

(family, household, house, home, menage( - a social unit living together

The synset is the node of the semantic net, since it works as an anchor for every semantic relations (for a description of WordNet and WordNet-like resources cf. x.xx)

The whole wordnet-like architecture can be represented on the basisi of the following elements: 

· The synset with one or more synonyms (variants, senses, SemUs..) as sub-elements and characterized by the following attributes:

· POS indicator (mandatory)

· Gloss (optional)

· Example (optional)

· a list of one or more relations. The relations can be of different types representable by means of different attributes: monolingual semantic relations, equivalence crosslingual relations and plug-in relations
 between generic and domain-specific wordnets.

· [features??]

3.4.5.3 Features

3.4.5.3.1 Semantic Type

Semantic type appears to be a crucial notion, since it establishes a link between a word-sense and an ontological type system which is used to classify senses themselves, thus allowing to assign it to a specific position in the nodes of the type hierarchy: dog[Animal ( LivingEntity ( ConcreteEntity (…]. In cases where senses are not defined on the basis of an ontology, the semantic type can be also obtained via semantic hyperonymic relations with another word-sense, dog isa animal.

Consensus over the importance of this notion is easy to find: the semantic type of a word sense is a mean to discriminate among other possible senses of the same lemma. Looking at well-established practices in computational lexicons or MRD, all of them make use of it (ISLE Deliverable D2.1-D3.1). This notion is considered as required by SIMPLE (p.37), i.e. it is part of the core information included in the minimal requirements for computational lexicons at semantic level (For a complete list of the SIMPLE Semantic Types, cf. Appendix D).

In a multilingual perspective, the usefullness of the semantic type of a word in sense distinction (for analysis and generation) is uncontroversial.

L’incidente colpì Maria

( to impress
Il tifone ha colpito il Giappone
( to damage

FIGURE
L’aggressore lo colpì col pugnale
( to hit

3.4.5.3.2 Domain

Information about domain is available in most of dictionaries and lexicons. It results to be a critical notion, since it has a discriminant power in sense distinction and can impose semantic constraints in translation selection. Cf. e.g. the different translations in Italian of Eng. mouse, resulting from different domains It. topo and It. mouse.

For the importance of domain information to retrieve a whole semantic field (e.g. that of Cuisine), see Ruimy et al. 2002.

3.4.5.3.3 Distinctive Features

The use of distinctive features can allow to refine the semantic information, thus enriching the information provided by means of the semantic typing of an unit. Such features, indeed, which cut across the type hierarchy allow to capture meaning dimensions which are orthogonal to the ontology and are not expressible resorting only on it. Consider, the class of Vegetables and Fuit which, e.g. in SIMPLE ontology, being not part of the node of Food, but of Vegetal_Entity (another section of the ontology) would loose the characteristic of being also edible. The integration of the feature [+edible] allows to restore this information, which is useful, in monolingual perspective, for retrieving all edible entities sparsed over different semantic type, in view of the enforcement of correct selectional restrictions (see above). In cross-lingual operations, the use of distinctive features acquires discriminating power, allowing to account for the different translations of e.g. the Fr. avocat into Eng. [+edible] avocado vs. the [+human] lawyer.

3.4.5.4 Semantic Relations

Together with the above expressive devices, the semantic impact of an entry is also represented by means of semantic relations between two semantic units (senses). Information that traditionallly is committed to relations consists in meronymy – part_of(finger, hand) –, and its inverse relation holonymy – has_part(carburettor, car) –, antonymy, with its variuos types of opposite relations – (true, false); (hot, cold) – as discussed in Cruse 1986. The utility of such dimensions in various types of applications is recognized elsewhere and is carefully reported in the EAGLES Recommendations on Lexical semantics (cf. e.g. p. 238).

In the framework of the SIMPLE experience, traditional Qualia roles of the Generative Lexicon (Pustejovsky, 1995) have been implemented as relations between SemUs This allowed lexicographers to represent the richness of semantic relations in natural language and, at the same time, to capture the essence of a word meaning. In addition, the set of Qualia roles has been made richer and simultaneously stricter. Richer in that the set of Qualia roles has been enlarged, being each of the four Qualia roles represented as a relation, which is in turn the top of a hierarchy of other more specific relations. Stricter in that the enlarged set of relations allows to capture more fine-grained relations holding between different senses. These hierarchies of relations within the four Qualia have been called Extended Qualia Structure, a set of 64 semantic relations (cf. pp. 59-71, SIMPLE Guidelines). Relations have been also given a weight, depending on their being type-defining wrt a semantic type or not. Qualia relations, combined together, give rise, indeed, to semantic types of different degrees of complexity and help to maintain the structural properties of a semantic type in terms of Qualia structure. 

Derivational relations (beauty; beautiful) and regular polysemous classes (animal, food: lamb1, lamb2; substance, colour; etc.) have been expressed by means of relations between semantic units as well. 

It is worth noting that the SIMPLE relation system as it is conceived is very flexible and extensible suitable to hold other kinds of relations coming from other semantic approaches, such as e.g. Frame Semantics, Mel’cukian lexical functions.

So far, we have talked about relations between units of sense but semantic relations can also be established between synsets, as in the WordNet model. 

In general, we can talk about “relational models of semantic representation” or “relational dimensione of semantic representation”…..  Miller nei papers su WordNet li distingue chiaramente da quelli decomposizionali o a base di features. All'interno di tali modelli a rete semantica (o relazionali) si potranno avere relazioni tra sensi (ovvero tra SemU) o relazioni tra synset

3.4.5.5 Collocations

Collocations, which EAGLES defines a kind of “word co-occurrence relations” (p. 240), are crucial to define the semantic purport of a lexical entry which selects a particular meaning when it co-occurs with a given word. In collocations, the way words go together seems idiosyncratic and unpredictable: the selection operates at the lexical level rather than at general semantic level. This has a particular impact in multilingual operations in order to arrive at the correct translation equivalence in another language. Collocations can by their nature be encoded by means of the expressive device of relations, where the typical collocate of a word is the target of the relation
. EAGLES provides a set of information generally necessary to be specified for collocations (cf. EAGLES, p. 245): direction, word-distance, dependency, dependency type, probability.

3.4.6 Linking Syntax and Semantics

The type of notion dealt with in this section refer to one of the most crucial aspects of computational lexicons which goes by the name of linkage of syntactic and semantic levels.

The PAROLE/SIMPLE model tackles this task, offering a very operative solution. Once predicative entries are ascribed a semantic predicate, the operation of linking between syntax and semantics is made by means of a battery of mapping rules that correlate the semantic frame pointed by a semantic unit to the syntactic frame the latter is associated with, indicating how semantic arguments and syntactic slots correspond each other, i.e. how arguments are instantiated in the surface.

Rules to map the semantic predicate onto its possible syntactic surface instantiation(s) have to cope with the following cases of correspondence:

· relations of isomorphism, where slots and arguments correspond each other in number and range (mono- bi-, tri-, tetra- valent isomorphic correspondences: Arg0-Slot0; Arg1-Slot1 …),

· relations between slots and arguments appearing in crossed order (crossed correspondence: cf. destroy and destruction: Arg1-Slot0; Arg0-Slot1) 

To give but an example of the usefulness of the mapping rules and just a flavour of how they work, a case of regular dative alternations is taken into consideration: starting from the same semantic predicate, the two alternating surface realizations can be reconstructed by way of the appropriate mapping rules.


1.
John gave a book to Mary.


2.
John gave Mary a book.

The two syntactic frames are associated with two different syntactic units: 

· syntactic-unit1 corresponds to an NP NP PP-to syntactic frame, cf. in (1) 

· syntactic-unit2 corresponds to the  NP NP NP variant, in (2). 

Both are associated to the same semantic unit <give>[ChangePossession] which points to the predicate Predgive(Arg0:agent, Arg1:patient, Arg2:beneficiary). This semantic frame results implicitly linked, via the same semantic unit, with the two alternating syntactic frames, as shown below. 

Syntactic frame
Semantic Unit
Semantic Frame

give1:Slot0:NP,Slot1:NP Slot2:PP-to
give[ChangePossession]
Predgive(Arg0:agent,Arg1:patient,Arg2:beneficiary)

give2:Slot0:NP,Slot1:NP Slot2:NP
give[ChangePossession] 
Predgive(Arg0:agent,Arg1:patient,Arg2:beneficiary)

Different mapping rules will account for the differences in correspondence between the predicative structure and the two possible surface instantiations: the Predgive, on the one hand, is associated with syntactic-unit1 by an isomorphic correspondence, where Arg0 is linked to Slot0, Arg1 to Slot1 and Arg2 to Slot2, on the other hand, will be linked to syntactic-unit2 by a crossed correspondence, in which Arg0 is linked to Slot0, Arg1 to Slot2 and Arg2 to Slot1 (cf. GENELEX 1994).

More problematic cases to deal with correspondences can be:

· syntactic slots that do not map onto predicate arguments, the case e.g. of adjuncts which are part of the syntactic frame but extraneous to the semantic one (reduced correspondence) or, conversely, 

· semantic arguments that do not appear in surface realizations (‘Meteorological’ predicates [snow] snowed) or can be lexically encapsulated (augmented correspondence). 

In monolingual perspective, argument encapsulation in the lexical head, which naturally involves the level of the linking between a semantic unit and its predicate (type-of-link), has also repercussions at the level of the linking between the predicate and its surface instantiation(s) (syntax-semantic correspondences), since the fact that an argument can be absorbed in the lexical head or not upsets the syntax: cf., e.g., in It. inchiodare un asse (to nail a plank) and fissare un asse con un chiodo (to fix a plank with a nail) which are both correct and perfeclty interchangeable, representing the same kind of action and, hence, pointing to the same semantic predicate. 

In multilingual approaches, argument encapsulation has interesting implications, when dealing with cases of predicates which behave differently
, across languages wrt this phenomenon,  cf. Eng. to funnel – It. versare con l’imbuto and Eng. to hammer – Fr. enfoncer avec un marteau. The translation equivalences between English and Italian and English and French, respectively, can be obtained following two different strategies: the first – in an interlingua-like approach
 – is to make use of an abstract and language-independent predicative representation – where the arguments contained in the lexical heads to funnel and to hammer appear esplicited – as a bridge between the two instantiations, exploting the set of mapping rules to reconstruct the correct surface realizations: Predfunnel (ARG0agent ARG1patient/+liquid ARG2instrument/funnel), and Predhammer (ARG0agent ARG1patient ARG2location ARG3instrument/hammer). Another possibility – more typical of transfer-based models – is to deal with the same phenomenon in a more concrete and practical way, putting in correlations the two monolingual syntactic and semantic frames in L1 and L2 and specifying the set of tests and actions necessary to go from L1 to L2, e.g. AddArgument  below.
3.4.7 Basic Notions for the Multilingual Layer

[to be completed]
The aim of ISLE is to provide a common model to represent multilingual content. We will  introduce the current main approaches to multilinguality, in order to circumscribe the linguistic and representational issues we have to deal with.

A step towards the definition of such a common model is the identification of the basic notions for the multilingual level. If at the monolingual level basic notions mostly concern “static” lexical objects (such as syntactic slots, semantic arguments, restricting features etc.), from a multilingual perspective basic notions involve the set of operations that uses these very lexical objects as arguments. 

In what follows, a brief overview of the main approaches to the representation of multilingual content is given, together with the set of operations that can be considered in the same way of basic notions for the ISLE multilingual layer.

3.4.7.1 Approaches to the representation of multilingual content

In Dorr et al. (1999) three different MT approaches are surveyed: i) direct, ii) transfer, iii)  interlingual.

The direct architecture is based on the simple word-to-word replacement, an approach that has scarce results from the point of view of syntactic correctness and word sense disambiguation,  but can be of use to perform translations in a terminological framework.

The transfer approach exploits the syntactic and semantic representation of the source and the target languages, using a set of trasformational operations that allow to go from L1 to L2. The goal is to preserve the correct syntactic context and to resolve many cases of syntactic and semantic ambiguity.

The interlingual approach is based on the idea that translations from SL to TL should pass through a language independent representation. This approach requires a deep semantic analysis in order to specify the interlingua and does not need transfer rules since the representation is independent of the source and target languages
. 

In Dorr et al. (1999) the three different approaches are represented by means of a “pyramid diagram”, where the types of MT systems are described moving from the pyramid base, represented by the direct transfer, to the vertex, the interlingual approach, passing through the syntactic and semantic types of transfer. The results of these three approaches are different, but the “right approach” has to be evaluated taking into account many factors: i) the type of MT applications, ii) type of  text to be translated (text representative of a domain-specific/terminological lexicon or of a general lexicon), iii) the possibility to make post-editing work on the result, iv) time/expence constraints, v) number of language pairs to create.

3.4.7.2 ISLE approach to multilinguality

If the absolute “right approach” to the multilinguality issue does not exist, the ISLE task is to provide a way to represent these three different models in order to give the user the possibility to implement its preferred one.

The most important reference work for our analysis is the “Rapport sur le MULTILINGUISME” of the GENELEX Consortium (1994). 

In GENELEX, multilinguality is dealt with as the natural suite of the monolingual model that has come to maturity. The GENELEX approach is basically transfer-based, i.e follows a model where a transformation of the source language representation into a suitable target-language representation is performed.

The framework of OLIF (Thurmair, 2000), the interchange format used in many industrial MT systems, has been taken into consideration as well and its set of transfer operations will be part of the operations described in the ISLE multilingual layer. It is worth reminding here that the set of official OLIF data categories on which transfer operations (restrictions and structural changes) work is fully compatible with the information recommended and instantiated by SIMPLE.

ISLE moves particularly from the GENELEX model, trying to extend it towards the definition a more flexible framework where different approaches can be instantiated, in particular opening the door to an interlingual approach. 

With respect to the objects presented in the GENELEX multilingual layer, “new” basic notions have been introduced coming from the monolingual layers, to be exploited at the multilingual level as well, i.e. the synset – that can be used in cross-language correspondences – and the semantic relations – on which the transfer mechanism operates in the same way as on other notions.

Even if ISLE takes inspiration mostly from a transfer-based multilingual model (being its reference architecture GENELEX-oriented), in the model proposed it should be possible to represent and instantiate also a more elementary and a more conceptual/abstract  multilingual model:

· the direct transfer architecture can be instantiated recurring to the simplest and immediate correspondence, i.e. that  between morphological units;

· the interlingual model of translation can be implemented, exploiting and specializing the semantic/conceptual representation of a language. The notion of semantic frame can be, indeed, extended to a more abstract notion of non-lexicalized predicate, where abstract primitives can be combined to realize a language independent, neutral and conceptual representation. In this sense, the representation resides outside the monolingual descriptions and does not need transfer rules, since the same internal representation is used for both the source and the target languages. 

ISLE approach to multilinguality, however, is basically based on transfer and bilingual correspondences: the monolingual lexicons can be viewed as repositories that work as the pivot on which the single bilingual modules are engaged.

It is in the multilingual layer that the lexical correspondences are established, resorting to the monolingual descriptions, linking together pairs of semantic lexical units, syntactic structures and semantic frames of monolingual entries.

All the linguistic basic notions introduced in the previous sections (6.2.3, 6.2.4) can be the objects which the transfer rules work with, providing an easy way to implement the transfer architecture.

At multilingual level two sets of notion can be identified:

· multilingual correpondences

· operations that can be used in the test and action mechanism
3.4.7.3 Multilingual correspondences


The first set of notions includes the multilingual correspondences, that intervene in the linking process of monolingual lexical objects. Correspondences should be possible between:

· morphological units pairs.


· syntactic unit pairs: it allows to relate two syntactic units independently of their semantic realization. Sub-element of this kind of correspondence is the correpondence between each slot of the SL and TL syntactic frames.

· slot pairs: it specifies the correspondences betweeen slots of the descriptions linked to each syntact units. It should be possible  to constrain or prohibit the realization of a slot, to force it to a given syntagma. The syntagma, on its turn, should be constrained and new slots added to the already existing list of slots and again constrained.

· semantic unit pairs: when a correspondence is established between SL and TL semantic units, all the syntactic units connected to them are related, and implicitly, via the correspondence between syntax and semantics, their syntactic frames are linked as well.  When predicative semantic units are put into correspondence, obviously their respective semantic frames are related as well.

· predicate pairs: this correspondence allow to associate the predicates of each language, independently of  the semantic unit(s) they are pointed by and, hence, independently of the semantic frames they are linked to.

· argument pairs: it specifies the correspondences between arguments of the semantic frames of the SL and TL. It should be possible to add a semantic feature in order better specify the argument or operate a constraint in order to cover the semantic gap, if any, between two elements in correspondence. It should be possible also to specify optional arguments which do not present any correspondence in the other language, or, conversely, to add arguments.
· mixed pairs of semantic and syntactic units: allows to exactly specify which syntactic descriptions are linked for a given lexical meaning.
· synsets: the notion of synset is not suitable in a MT system, since each member of the synset can have a different syntactic behaviour in generation with respect to other members. Moreover, it is not possible to realize a cross-language variant-to-variant mapping by using the synset (this correspondence is feasible only between word senses). The multilingual extension of a monolingual wordnet-like lexicon is, however, important for a range of cross-languages applications, such as CLIR, CLIE and CRQA.

.
 [example]
3.4.7.4 Tests and actions mechanism

The core of the transfer is the mechanism of tests and actions of “if…then” type which apply respectively to source and target lexical objects. The table below shows the two main groups of operations, constrain and add, and the basic notions they work on.

Constrain
Add

Self
Slot

Slot
Syntagma

Syntagma
Syntactic Feature

Argument
Semantic Feature


Argument


Relation

3.4.7.4.1 Constrain operations

Apply to source lexical objects (test operations) and to target lexical objects (action operations).

By means of this family of operations is it possible to perform a restriction on the value of syntactic and semantic elements, forcing for example a slot of the syntactic frame to be realized by a certain phrase.

Constrain (Self)

The self can be constrained by adding syntactic or semantic features. Sub-elements of this operation are the operation consisting in adding semantic or syntactic features. 
[example]
Constrain (Slot)

The slot of the syntactic frame can be constrained by changing its optionality status, by prohibiting it or by specifying the phrases filling it. This last operation implies an action of syntagma constraining. 

[example]
Constrain (Syntagma)

A syntagma filling a position can be constrained with syntactic features and also by prohibiting its realization. The operation implied in this type of constraint is hence the addition of syntactic features.

Constrain (Argument)

The arguments of the semantic frame can be constrained specifying selectional restriction information. 

[example]
3.4.7.4.2 “Add” Operations

They operate simply by adding the information individuated in the translation process to arrive to the correct equivalent.

Add (slot)

It allows to add a slot to a syntactic frame of the source or target lexical unit.

Add (argument)

It allows to add an argument to the semantic frame of the source or target lexical unit (cf. the constrain argument operation to impose selectional restriction on the new argument).

Add (syntagma)

It adds a new terminal or non terminal phrase to slots. It involves terminal and non terminal categories of the monolingual level.

Add (Syntactic Feature)

It allows to specify an auxiliary, a lexicalization of a phrase and to express morphosyntactic features: auxiliary, lexical and morphosyntactic features of the monolingual layer are involved at this level.

Add (Semantic Feature)

It allows to specify semantic information of the lexical unit or the arguments of its semantic frame. In multilingual perspective, it is useful to have the possibility to add all different types of information of semantic nature as introduced in paragraph 6.2.5.3: semantic type, domain and semantic features.

[example]
Add (Semantic Relation)

This operation applies in cases of correspondence between pairs of semantic units and can verify when, from the bilingual correspondence, the necessity of expliciting a semantic relation (needed only in cases of multilingual linking) emerges to better clarify the semantic purport.

[examples]
It should be noted that all the operations work only at the level of multi-MILE, i.e. it is not the case to overload monolingual entries with information idiosyncratic of the multilingual layer and lexically-dependent on SL and TL languages.

3.5 The MILE lexical model
3.5.1 The MILE architecture

In its general design MILE is envisaged as a highly modular and layered architecture (see Figure 1), as described in Calzolari et al. (2001b). Modularity concerns the “horizontal” MILE organisation, in which independent and yet linked modules target different dimensions of lexical entries. On the other hand, at the “vertical” level, a layered organisation is necessary to allow for different degrees of granularity of lexical descriptions, so that both “shallow” and “deep” representations of lexical items can be captured. This feature is particularly crucial in order to stay open to the different styles and approaches to the lexicon adopted by existing multilingual systems.


At the top level, MILE includes two main modules, mono-MILE, providing monolingual lexical representations, and multi-MILE, where multilingual correspondences are defined. With this design choice the ISLE-CLWG intends also to address the particularly complex and yet crucial issue of multilingual resource development through the integration of monolingual computational lexicons. 

Mono-MILE is organised into independent modules, respectively providing morphological, syntactic and semantic descriptions. The latter surely represents the core and the most challenging part of the ISLE-CLWG activities, together with the two other crucial topics of collocations and multi-word expressions, which have often remained outside standardisation initiatives, and nevertheless have a crucial role at the multilingual level. This bias is motivated by the necessity of providing an answer to the most urgent needs and desiderata of next generation HLT, as also expressed by the industrial partners participating to the project. With respect to the issue of the representation of multi-word expressions in computational lexicons, the ISLE-CLWG has actively cooperated with the NSF sponsored XMELLT project (Calzolari et al.,  2002).

Multi-MILE specifies a formal environment for the characterisation of multilingual correspondences between lexical items. In particular, source and target lexical entries can be linked by exploiting (possibly combined) aspects of their monolingual descriptions. Moreover, in multi-MILE both syntactic and semantic lexical representations can also be enriched, so as to achieve the granularity of lexical description required to establish proper multilingual correspondences, and which is possibly lacking in the original monolingual lexicons.

According to the ISLE approach, monolingual lexicons can thus be regarded as pivot lexical repositories, on top of which various language-to-language multilingual modules can be defined, where lexical correspondences are established by partly exploiting and partly enriching the monolingual descriptions. This architecture guarantees the independence of monolingual descriptions while allowing for  the maximum degree of flexibility and consistency in reusing existing monolingual resources to build new bilingual lexicons.

The MILE architecture is intended to provide the common representational environment needed to implement such an approach to multilingual resource development, with the goal of maximising the reuse, integration and extension of existing monolingual computational lexicons.

The following sections describe the MILE Lexical Model (MLM). This consists of an Entity-Relationship (E-R) diagram defining the entities of the lexical model and the way they can be combined to design an actual lexical entry. As such, the MLM does not correspond to a specific lexical entry, but is rather an entry schema, i.e. actually corresponding to a lexical meta-entry. This means that different possible lexical entries can be designed as instances of the schema provided by the MLM. Instance entries might therefore differ for the type of information they include (e.g. morphological, syntactic, semantic, monolingual or multilingual, etc.), and for the depth of lexical description.

The MLM includes two types of entities:

1. MILE Lexical Classes (MLC) - these represent the main building blocks of lexical entries. They formalize the basic lexical notions illustrated in §.??. The MLM provides the definition of these classes, i.e. their attributes and the way the relate to each other (some complex classes are defined in terms of other classes). Classes represent notions like syntactic feature, syntactic phrase, predicate, semantic relation, synset, etc. The instances of MLCs are the MILE Data Categories (MDC). So for instance, np and vp are data category instances of the class <Phrase>, and subj and obj are data category instances of the class <Function>. Each MDC is identified by a URI. MDC can be either “user defined” or belong to “shared repositories”.

2. lexical operations - these are special lexical entities which allow users to state complex conditions and perform complex operations over lexical entries. They will for instance allow lexicographers to establish multilingual conditions, link the slots within two different syntactic frames, link semantic arguments with syntactic slots, etc.
In order to distinguish the two types of lexical entities above in the E-R diagram, the name of MILE Lexical Classes is prefixed by MLC.

3.5.2 Morphological layer [to be written]
3.5.3 Syntactic layer

This layer includes the MLC (MILE Lexical Classes) corresponding to the syntactic basic lexical notions identified in section ??. Syntactic MLC formalize the notion of syntactic subcategorization frame. They directly rely on the specification of EAGLES syntax, integrated with further information types highly relevant for lexical description.

3.5.3.1 MLC:
SynU

A <SynU> (syntactic unit) is the class corresponding to a syntactic lexical entry. It is used to describe the syntactic subcategorization properties of lemmas, their possible associations with syntactic frames, etc.

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SynU>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SynU>
xs:string
IMPLIED



example
one or more example of the <SynU>
xs:string
IMPLIED



3.5.3.2 MLC:
FrameSet

A <FrameSet> is a MLC that expresses diathesis alternations of a lexical entry (e.g. causative-inchoative; dative alternation, etc.), by linking some of its syntactic frames. The syntactic slots of the linked frames can be also related via the <RelatedSlots> procedure.

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <FrameSet>
xs:anyURI
REQUIRED



comment
a comment or short description of the <FrameSet>
xs:string
IMPLIED



example
one or more example of the <FrameSet>
xs:string
IMPLIED



3.5.3.3 RelatedSlots

This entity formalizes the procedure of linking together two slots (and possibly the phrases realizing them) belonging to different syntactic frames.

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

sourceSlot
the number of the slot in the source description
NMTOKEN
REQUIRED



targetSlot
the number of the slot in the source description
NMTOKEN
REQUIRED



3.5.3.4 Composition

This entity encodes MWEs by simply listing their component lemmas (represented as <MU>).

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

comment
a comment or short description of the <Composition>
xs:string
IMPLIED



example
one or more example of the <Composition>
xs:string
IMPLIED



3.5.3.5 MLC:
SyntacticFrame

The <SyntacticFrame> is the core class to specify subcategorization information. It is defined by: i.) the <Self> describing the properties of the head of the syntactic construction; ii.) the <Construction> specifying the syntactic arguments of the head; iii.) the <FrametFrequency>, which can be used to specify the frequency in a corpus of a certain subcategorization pattern.

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SyntacticFrame>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SyntacticFrame>
xs:string
IMPLIED



example
one or more example of the <SyntacticFrame>
xs:string
IMPLIED



3.5.3.6 MLC:
Self

The <Self> class specifies morphosyntactic constraints of the lexical unit being described. It can be simple or complex. Simple <Self> occurs when the lexical entry is not a MWE. Simple <Self> is only defined by a terminal phrase, specifying morphosyntactic properties of the lexical entry (e.g. syntactic category, auxiliary selection). Complex <Self> can be used to describe the internal syntactic structure of a MWE. The latter is expressed by including an internal <Construction> within the <Self>.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Self>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Self>
xs:string
IMPLIED



example
one or more example of the <Self>
xs:string
IMPLIED



3.5.3.7 MLC:
Construction

The <Construction> class specifies the syntactic arguments of the entry. It consists of a number of syntactic slots which can be variously realized via <RelativeOrderConstraint>

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Construction>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Construction>
xs:string
IMPLIED



example
one or more example of the <Construction>
xs:string
IMPLIED



position
whether the construction is internal or external to the <Self>
INTERNAL, EXTERNAL

EXTERNAL


3.5.3.8 FrameFrequency

The <FrameFrequency> specifies the frequency of a certain syntactic frame.

Attributes

Name
Description
Type
Use
Default
Fixed

comment
a comment or short description of the <FrameFrequency>
xs:string
IMPLIED



corpus
the corpus with respect to which the frequency has been computed
xs:string
REQUIRED



frequency
the frequency of the frame
NMTOKEN
REQUIRED



3.5.3.9 RelativeOrderConstraint

This entity can be used to express constraints on the relative order of syntactic slots and their possible fillers.

Attributes

Name
Description
Type
Use
Default
Fixed

comment
a comment or short description of the <RelativeOrderConstraint>
xs:string
IMPLIED



beforeSlot
the number of the slot occurring before
NMTOKEN
REQUIRED



afterSlot
the number of the slot occurring after
NMTOKEN
REQUIRED



beforePhrase
select a specific phrase (within the possible realizations of a slot) occurring before
IDREF
IMPLIED



afterPhrase
select a specific phrase (within the possible realizations of a slot) occurring after
IDREF
IMPLIED



3.5.3.10 Slot

The <Slot> corresponds to a syntactic slot within the subcategorization pattern described by the construction. Each slot is realized by syntactic phrases. Moreover a <Slot> can be either optional or obligatory.

Attributes

Name
Description
Type
Use
Default
Fixed

slotId
a number identifying the slot
NMTOKEN
REQUIRED



optional
whether the <slot> may be only implicitly realized or be necessarily present
YES, NO

YES


3.5.3.11 MLC:
SlotRealization

The <SlotRealization> class specifies the possible syntactic realizations of a slot within the construction. The <SlotRealization> consists in the specification of the slot grammatical function (e.g. subject, object) and of its possible syntactic fillers (phrases).

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SlotRealization>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SlotRealization>
xs:string
IMPLIED



example
one or more example of the <SlotRealization>
xs:string
IMPLIED



3.5.3.12 MLC:
Function

The <Function> class specifies the grammatical function of syntactic slots (e.g. subject, direct object, etc.).

Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Function>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Function>
xs:string
IMPLIED



example
one or more example of the <Function>
xs:string
IMPLIED



functionName
the name of the grammatical function
xs:string
REQUIRED



3.5.3.13 MLC:
Phrase

The <Phrase> class describes the phrases (terminal or non-terminal) realizing the slots in the construction and the self (e.g. NP, V, VP, etc.). Phrases are defined by bundles of features. Each phrase is identified by a label, specifying its category. Non-terminal phrases may be re-written, by specifying a series of slots. Phrases may also be partially or entirely lexicalized through <LexFeature> elements.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Phrase>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Phrase>
xs:string
IMPLIED



example
one or more example of the <Phrase>
xs:string
IMPLIED



phraseLabel
the syntactic label of the phrase
xs:string
REQUIRED



3.5.3.14 MLC:SynFeature

This class specifies a (morpho)syntactic feature-value pair (e.g. Gender = feminine; Tense = present; Control = subject_control, etc. ). These are used to build and describe phrases.

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SynFeature>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SynFeature>
xs:string
IMPLIED



example
one or more example of the <SynFeature>
xs:string
IMPLIED



3.5.3.15 MLC:
SynFeatureName

This class specifies the (morpho)syntactic features (e.g. Gender, Control, Tense, Number, etc.) entering into the feature-value pairs. Features are defined by their range of values.

Diagram
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SynFeatureName>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SynFeatureName>
xs:string
IMPLIED



example
one or more example of the <SynFeatureName>
xs:string
IMPLIED



featureName
the name of the feature
xs:string
REQUIRED



featureType
the type of the feature



SYNTACTIC

multilingual
whether the feature has monolingual or multilingual status
YES, NO

NO


3.5.3.16 MLC:
SynValue

It defines the possible values taken by features (e.g. feminine, singular, present, subject_control, etc.).

Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SynValue>
xs:anyURI
REQUIRED



valueName
the name of the feature value
xs:string
REQUIRED



3.5.3.17 MLC:
LexFeature

This class defines the possible patterns of lexicalizations of (parts of) syntactic phrases within a given lexicon. The lexicalization is expressed by pointing to the corresponding <MU>.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <LexFeature>
xs:anyURI
REQUIRED



comment
a comment or short description of the <LexFeature>
xs:string
IMPLIED



example
one or more example of the <LexFeature>
xs:string
IMPLIED



lexFeatureName
identifies the part of the phrase that is lexicalized
xs:string
REQUIRED



lexValue
the canonical form of the lexicalizing <MU>
xs:string
REQUIRED



Semantic layer

This layer includes the MLC (MILE Lexical Classes) corresponding to the semantic basic lexical notions identified in section ??.

3.5.3.18 MLC:
SemU

A <SemU> (Semantic Unit) describes the meaning of a morphological unit. Each lemma may have more than one <SemU>. The <SemU> concentrates the semantic information corresponding to the sense of a lexical entry. Semantic information can consist of: i.) semantic features of different types (domain, ontology, etc.); ii.) the synsets to which the SemU belongs; iv.) semantic relations with other <SemU>; v.) a semantic frame specifying a list of semantic arguments; vi.) a set of possible collocations.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SemU>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SemU>
xs:string
IMPLIED



example
one or more example of the <SemU>
xs:string
IMPLIED



3.5.3.19 MLC:
Synset

This class formalizes the notion of synset as defined in WordNet (Fellbaum ??). A synset is a set of synonyms and can be related to other synsets.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Synset>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Synset>
xs:string
IMPLIED



example
one or more example of the <Synset>
xs:string
IMPLIED



multilingual
whether the <Synset> has a monolingual or multilingual status
YES, NO

NO


3.5.3.20 MLC:
SynsetRelation

This class defines relations connecting synsets, as specified in Wordnet (e.g. hyperonymy, meronymy, etc.)
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SynsetRelation>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SynsetRelation>
xs:string
IMPLIED



example
one or more example of the <SynsetRelation>
xs:string
IMPLIED



relationName
the name of the <SynsetRelation>
xs:string
REQUIRED



type
the type of the relation (e.g. monolingual, thematic, etc.)
xs:string
IMPLIED



3.5.3.21 MLC:SemFeature

This class specifies a semantic feature-value pair (e.g. Domain = medicine; Human = yes; SemanticType = group, etc. ). Semantic features to describe <SemU>, <Synset> or to specify selectional preferences on the semantic arguments. Semantic features can also be hierarchically structured.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SemFeature>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SemFeature>
xs:string
IMPLIED



example
one or more example of the <SemFeature>
xs:string
IMPLIED



3.5.3.22 MLC:
SemFeatureName

This class specifies the semantic features (e.g. SemanticType, Domain, etc.) entering into the semantic feature-value pairs. Features are defined by their range of values.

Diagram


[image: image23.wmf]MLC:SemFeatureName

 

 

id

: xs:anyURY

 

comment

: xs:string

 

example

: xs:string

 

featureName

: xs:string

 

featureType

:

 

multilingual

:

 

MLC:SemFeatureValue

 

1..*

 

hasSemValueRange

 


Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SemFeatureName>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SemFeatureName>
xs:string
IMPLIED



example
one or more example of the <SemFeatureName>
xs:string
IMPLIED



featureName
the name of the feature
xs:string
REQUIRED



featureType
the type of the feature
DOMAIN, ONTOLOGY,

ASPECTUAL,

STYLISTIC,

PRAGMATIC,

QUALIA,

RESTRICTIVE
REQUIRED



multilingual
whether the feature has monolingual or multilingual status
YES, NO

NO


3.5.3.23 MLC:
SemValue

It defines the possible values taken by features (e.g. group, medicine, animate, etc.).

Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SemValue>
xs:anyURI
REQUIRED



valueName
the name of the feature value
xs:string
REQUIRED



3.5.3.24 MLC:
SemanticFrame

This class defines the semantic frame of a <SemU>. Semantic frames specify the predicative argument structure of a lexical entry. The <SemanticFrame> is described in terms of a predicate and the type of link between the <SemU> and the predicate (the predicate is in turn defined in terms of the number and types of its arguments). Different <SemU> (possibly of words belonging to different parts of speech) may share the same predicate in the predicative representation. For instance, the verb destroy and the nouns destruction and destroyer may be represented as all sharing the same predicate destroy. The same holds for the verb employ, and the nouns employment, employer and employee, which can share the same predicate employ. These <SemU> however differ for the type of relation they have with this predicate. This difference is expressed by the attribute typeOfLink in the <SemanticFrame> class. The recommended values of these attribute are: MASTER (for verbs, relational nouns, representations, amounts, nouns with support verbs, etc.), VERBNOM (for nomina actionis; e.g. destruction), AGENTNOM (for nomina agentis; e.g. destroyer), PATIENTNOM (for object nominalizations; e.g. employee), ADJNOM (for deadjectival nouns; e.g. patience).
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SemanticFrame>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SemanticFrame>
xs:string
IMPLIED



example
one or more example of the <SemanticFrame>
xs:string
IMPLIED



typeOfLink
whether the <SemU>has a master relation (for verbs, relational nouns, representations, amounts, nouns with support verbs, etc.) with a predicate or not, i.e. whether it is the privileged and most neutral lexicalization of that predicate
MASTER, VERBNOM, AGENTNOM, PATIENTNOM, ADJNOM
REQUIRED



includedArg
whether the <SemU> lexically absorbs one of the arguments of the predicate. The absorbed argument is thus not linked to the syntax.
YES, NO

NO


argNumber
the number of the absorbed argument
NMTOKEN
IMPLIED



3.5.3.25 MLC:
Predicate

This class defines the predicates entering into the <Semantic Frame>. Predicates can be monolingual or multilingual. Multilingual predicates can be used to define “interlingua”-like semantic representations. <Predicate> is specified by the number and types of its arguments and can be further described by semantic features.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Predicate>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Predicate>
xs:string
IMPLIED



example
one or more example of the <Predicate>
xs:string
IMPLIED



predicateName
the name of the <Predicate>
xs:string
REQUIRED



predicateType
the type of the predicate
PRIMITIVE,

LEXICAL,

UNSPECIFIED

UNSPECIFIED


multilingual
whether the feature has monolingual or multilingual status
YES, NO

NO


3.5.3.26 MLC:
Argument

This class defines the arguments entering into the specification of a predicate. Each <Argument> can be characterized by a thematic (or semantic) role and/or by selectional preferences.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Argument>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Argument>
xs:string
IMPLIED



example
one or more example of the <Argument>
xs:string
IMPLIED



3.5.3.27 MLC:
ThematicRole

This class defines the thematic (or semantic roles) that can be used to specify the arguments within a semantic frames. Possible instances of this class are Agent, Patient, Experiencer, etc. Thematic Roles can be hierarchically organized.

Diagram




Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <ThematicRole>
xs:anyURI
REQUIRED



comment
a comment or short description of the <ThematicRole>
xs:string
IMPLIED



example
one or more example of the <ThematicRole>
xs:string
IMPLIED



roleName
the name of the < ThematicRole>
xs:string
REQUIRED



3.5.3.28 MLC:
SelectionalPreferences

This class defines the selectional preferences of semantic frame arguments. Selectional preferences is a cluster of information that semantically constrain the possible realizations of the semantic frame arguments. This cluster may include: i.) semantic features, ii.) synsets, iii.) collocations, iv.) particular semantic units, and v) a combination of all these types of lexical information. Moreover, it is possible to express “logically” complex selectional preferences, i.e. to combine various selectional preferences with logical operators.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SelectionalPreferences>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SelectionalPreferences>
xs:string
IMPLIED



example
one or more example of the <SelectioanlPreferences>
xs:string
IMPLIED



3.5.3.29 LogicalOp

This entity can be used to express logical combinations of lexical objects: selectional preferences, etc.
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Attributes

Name
Description
Type
Use
Default
Fixed

operator
the name ofthe logical operator
AND, OR
REQUIRED



3.5.3.30 MLC:
SemanticRelation

This class defines semantic relations linking two <SemU>. Possible instances of this class are hyponymy, meronymy, etc. While <SynsetRelation> link two synsets, i.e. set of synonyms, <SemanticRelation> specifies the semantic content of a source <SemU> by linking it to another target <SemU>
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <SemanticRelation>
xs:anyURI
REQUIRED



comment
a comment or short description of the <SemanticRelation>
xs:string
IMPLIED



example
one or more example of the <SemanticRelation>
xs:string
IMPLIED



relationName
the name of the <SemanticRelation>
xs:string
REQUIRED



type
the type of the relation (e.g. monolingual, thematic, etc.)
xs:string
IMPLIED



3.5.3.31 MLC:
Collocation

This class can be used to specify the collocations of the lexical entry. The semantic content of a lexical entry (i.e. one of its <SemUs>) can thus be characterized in terms of its collocations, intended as the word co-occurrence relations in which it appears in texts (Sinclair 1991). The <Collocation> class consists of a relation with a <MU>, the latter representing the collocate word. The attributes of the <Collocation> class are consistent with the specifications proposed in the EAGLES Recommendations on Lexical Semantics. In particular, the dependencyType attribute gives information about the dependency configuration being described, in particular about the relationsip between the word sense entry and the collocate word. Four depdencncy configuration have been identified: i.) h2d (head to dependant), ii) d2h (dependant to head), iii.) d2d (dependant to dependant), and iv.) h2h (head to head). For details on these relations, cf. Eagles 1999.
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Attributes

Name
Description
Type
Use
Default
Fixed

id
a unique identifier of the <Collocation>
xs:anyURI
REQUIRED



comment
a comment or short description of the <Collocation>
xs:string
IMPLIED



example
one or more example of the <Collocation>
xs:string
IMPLIED



direction
specifies the right or left location of the collocates with respect to the word being defined
RIGHT, LEFT
REQUIRED



minDistance
the minimal distance between the co-occurring words
NMTOKEN
IMPLIED



maxDistance
the maximal distance between the co-occurring words
NMTOKEN
IMPLIED



dependency
the grammatical function of the collocate with respect to the head (e.g. subj, obj, comp, etc.)
xs:string
REQUIRED



dependencyType
the relationship holding between the word sense entry and the collocate word
H2D,

D2H,

D2D,

H2H
IMPLIED



associationScore
the strength of the association with the co-occurring word (e.g. mutual information)
NMTOKEN
IMPLIED



corpus
the corpus from which the collocation has been extracted
xs:string
IMPLIED



domain
the domain of the collocation
xs: string
IMPLIED



3.5.4 Multilingual layer [to be written]
3.6 Formalisation of MILE 

3.6.1 Overview 

The eventual vision for computational lexicons is to enable universal access to sophisticated linguistic information. Furthermore, for language processing applications (especially multi-lingual applications), it is desirable to provide means for inferencing over lexical information to determine its relevance for interpretation in a specific context.

The Resource Definition Framework (RDF) and the Ontology Web Language (OWL) have recently been developed by the World Wide Web Consortium (W3C). These two standards build upon the XML web infrastructure to enable the creation of a Semantic Web, wherein web objects can be classified according to their properties, and the semantics of their relations (links) to other web objects can be precisely defined. This in turn will enable powerful inferencing capabilities that can adapt processes to particular contexts.

The MILE lexical entry is an ideal structure for rendering in RDF. It consists of a hierarchy of lexical objects that are built up by combining atomic data categories via clearly defined relations. If mono- and multi-lingual lexical information can be eventually incorporated into the Semantic Web via its representation in RDF and OWL, it will provide an invaluable resource for language processing applications.

3.6.2 Proof of Concept

As a proof of concept, we have created an RDF schema for the ISLE/MILE lexical entry and instantiated one entry in several alternative forms to explore its potential as a representation for lexical data that can be integrated into the Semantic Web. The following describes the various components.

3.6.3 RDF schema for ISLE lexical entries

An RDF schema defines classes of objects and their relations to other objects. It does not in itself comprise an instance of these objects, but simply specifies the properties and constraints applicable to objects that conform to it.

A draft RDF schema for ISLE lexical entries is included in Appendix A. The classes and relations (properties) defined in the schema correspond to [ER diagrams]. For example, the schema indicates that there is class of objects called Entry; a property declaration indicates that the relation hasSynU holds between Entry objects and SynU objects. Note that classes can be defined to be subclasses of other classes, in which case properties associated with the parent class are inherited. In the ISLE schema, for example, the objects Self and SlotRealization are defined to be sub-classes of PhraseElement, and the hasPhrase property holds between any object of type PhraseElement (including its sub-classes) and objects of type Phrase.

The ISLE RDF schema and entries have been validated using the ICS-FORTH Validating RDF Parser (VRP v2.1), which analyzes the syntax of a given RDF/ XML file according to the RDF Model and Syntax Specification (http://www.w3.org/TR/rdf-syntax-grammar/), and checks whether the statements contained in both RDF schemas and resource descriptions satisfy the semantic constraints derived by the RDF Schema Specification (http://www.w3.org/TR/rdf-schema/).

3.6.4 ISLE Lexical Entries and the Data Category Registry

Appendix B contains three versions of the SynU description for “eat”, instantiated as RDF objects. The first is a “full” version in which all of the information is specified, including atomic values (strings) at the leaves of the tree structure. The second two versions, rather than specifying all information explicitly, rely on the existence of a Lexical Data Category Registry (LDCR) in which pre-defined lexical objects are instantiated and may be included in the entry by a direct reference.

The potential to develop a Lexical Data Category Registry in which lexical objects are instantiated in RDF is one of the most important for the creation of multi-lingual, reusable lexicons. It allows for the following:

1. specification of a universally accessible, standard set of morphological, syntactic, and semantic information that can serve as a reference for lexicons creators;

2. a fully modular specification of lexical entities that enables use of all or parts of the lexical information in the repository as desired or appropriate, to build more complex lexical information modules;

3. means to reuse lexical specifications in entries sharing common properties, thereby eliminating redundancy as well as providing direct means to identify lexical entries or sub-entries with shared properties;

4. a universally accessible set of lexical information categories that may be used in applications or resources other than lexicons.

Note that the existence of a repository of lexical objects, instantiated and specified at different levels of complexity, does not imply that these objects must be used by lexicon creators. Rather, it provides a set of “off the shelf”  lexical objects which either may be used as is, or which provide a departure point for the definition of new or modified categories. 

The examples in Appendix B provide a small example of how a repository of RDF-instantiated lexical objects can be used. Sample repositories of lexical objects at three different levels of granularity, corresponding to the examples in Appendix B, are given in Appendix C:

1. a repository of enumerated classes for lexical objects at the lowest level of granularity; this comprises a definition of sets of possible values for various lexical objects. Any object of this type must be instantiated with one of the listed values.

2. a repository of phrase classes which instantiate common phrase types, e.g., NP, VP, etc.

3. a repository of constructions containing instantiations of common syntactic constructions (e.g., for verbs which are both transitive and intransitive, as shown in the example);

4. a template that lexicon creators can use to create their own data categories at any level of granularity.

The example entries demonstrate three different possibilities for the use of information in the repositories:

1. Entry 1 uses only the enumerated classes in the LDCR for SynFeatureName and SynFeatureValue. Note that in this case, the LDCR only provides a closed list of possible values, from which the assigned value in the entry must be chosen.

2. Entry 2 refers to instances of phrase objects in the LDCR rather than including them in the entry; this enables refering to a complex phrase (Vauxhave in the example) rather than including it directly in the entry, and provides the potential to reuse the same instance by reference in the same or other entries (this is done with NP in the example). 

3. Entry 3 takes advantage of construction instances in the LDCR, thus eliminating the full specification in the entry and, again, allowing for reuse in other entries.

3.6.5 Summary

This is a first draft intended to exemplify how RDF may be used to instantiate lexical objects at various levels of granularity, which can be used and reused to create lexical entries within a single lexicon as well as across lexicons. By relying on the developing standardized technologies underlying the Semantic Web, we ensure universal accessibility and commonality. Ultimately, lexical objects defined in this way can be used not only for lexicons, but also in language processing and other applications. 

This example serves primarily as a proof of concept that may be refined and modified as we consider in more depth the exact RDF representation that would best serve the needs of lexicon creation. However, the potential of exploiting the developments in the Semantic Web world for lexicon development should be clear. The following is a (partial) list of the aspects which need refinement and/or modification:

1. limit data range values for numbers, etc. (XML Schema DataTypes)

2. check on means to avoid creating classes to group bits of information (may be able to do this with an RDF Description and ID attribute, as long as the properties can be associated with any resource—but this limits validatability)

3. look into OWL mechanisms for more detailed specification of enumerations, restrictions on the uniqueness of properties, etc. (OWL currently  not supported for validation so left out of the main schema)

4. create SemU representation with links into the SUMO and/or other generally available ontology.

Using MILE

Lexicographic scenarios of using MILE: producing MILE compliant lexicons (JO)

[to be written]

Using MILE to import/map lexical data. (WN Ch.Fellbaum, Comlex NYU, ???)

[to be written]

The lexical tool

[to be revised with the new version of the deliverable on the tool]
ISLE has also implemented a simple lexicographic tool (by N. Bel and M. Villegas), with which a sample of lexical entries have been encoded according to the MILE structure.

The ISLE Lexicographic Station is a development platform used to automatically generate a prototype tool starting from the MILE DTD. The aim of this prototype tool is to i) exemplify the MILE entry ii)  make extensive use of already existing monolingual resources, and iii) eventually test the guidelines in a real scenario. This situation led us to define a lexicographic station development platform that guarantees the portability of the final prototype to the final specifications as well as to existing monolingual resources which will serve as the basic data for MILE (for a detailed description, cf. Villegas and Bel, 2002).

The lexicographic development platform has been designed as a tool generator which parses any DTD describing an Entity Relationship model in order to automatically (i) map the DTD into a relational dB and (ii) build up a user-friendly interface able to cover the most common lexicographic requirements –such as means to automatically load/download the database from/into external SGML/XML files.

Basically, the lexicographic station includes a generation module, a customisation module and a core web interface module which can be briefly described as follows.

The generation module automatically generates a relational dB out of a DTD. This benefits from the fact that a conceptual model expressed in terms of Entity-Relationship model can be easily mapped into a relational dB.

The customisation module allows the user to modify certain aspects of the dB at the time that overcomes some of the well known shortcomings of DTDs, such as typed references and  type declaration. 

The core web interface module consists of a series of scripts that allow to manage the dB with a friendly interface. Although user requirements differ from site to site according to in-house needs the tool comes equipped with a set of basic functionalities. A list of requirements includes:

· query and browsing facilities;

· import, export and migration of data;

· easy encoding of new data;

· test and validation of both the data and the model;

· customisation facilities;

· lexicographic tools such as type definition, class extraction and statistical facilities. 

As in the case of the generation module, this web  interface module acts on the model expressed in the DTD in order to make the necessary calculations to access, manipulate and display data from relevant tables.

4 Representing noun compounds and support verbs in MILE (PISA & XMELLT)
[part of VQ]
5 Testing EAGLES/ISLE with repect to a few Asian Languages

[rewrite after the workshop]
A crucial aspect in establishing a real and broad consensus is played by communication and sharing of information among many groups active in the field. For this reason we involved also Asian collegues in the ISLE initiative, and we are exploring ways of establishing formal links with them.

At CLWG Workshops at UPenn and in Pisa, representatives of Chinese, Japanese, Korean, and Thai languages were present. An enlargement of the group to involve also Asian languages is going on and  representatives of Chinese, Japanese, Korean, and Thai languages have contributed to ISLE work and participated in some ISLE workshops. Also the newly formed Asian Federation of Natural Language Processing Associations (AFNLPA), chaired by J. Tsujii, has declared interest in the ISLE standardisation initiative, and the gradual involvement of Asian groups in the ISLE initiative is being now pursued, both through participation in ISLE CLWG meetings/workshops and through new common initiatives.

The cooperation between Asia and Europe have to be pursued also through new common initiatives, as the expression of interest for the creation of an Open Distributed Lexical Infrastructure that has been submitted to the European Commission for the 6th Framework Programme for Research. This expression of interest is  supported by many non-EU participants, as the newly formed Asian Federation of Natural Language Processing Associations (AFNLPA), the Department of Computer Science of the University of Tokyo, the Korean KAIST and KORTERM, the Taiwanese Institute of Linguistics of the Academia Sinica. 

The Open Distributed Lexical Infrastructure can be seen as  a new paradigm of distributed lexicon creation and maintenance and it would be a step of great importance for the fulfilment of the vision of the Semantic Web. The creation of such infrastructure has to be consensual and in this regard needs the collaboration of a group of languages  as large as possible (for example the AFNLPA brings into the initiative many Asian languages, such as Chinese, Hindi, Indonesian, Japanese, Korean, Malay, Tamil, Thai and Urdu). A prerequisite in order to reach interoperability is the existence of best practices and standards that have been consensually agreed on or have been submitted to the international community as de-facto standards.

Conclusions

[write]
Appendix A : RDF Schema for ISLE/MILE Lexical Entries

<!--   

       An RDF Schema for ISLE lexical entries  

       v 0.6 2002/11/04 

       Author: Nancy Ide

-->

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

         xmlns:owl ="http://www.w3.org/2002/07/owl#

         xmlns:mlc ="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#"> 

         <1-- ISLE/MILE lexical objects (classes) -->

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Entry"> 

<rdfs:label>Entry</rdfs:label> 

<rdfs:comment>This class holds entries</rdfs:comment> 

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynU"> 

<rdfs:label>SynU</rdfs:label> 

<rdfs:comment>This class holds syntactic information</rdfs:comment> 

</rdfs:Class> 

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SemU"> 

<rdfs:label>SemU</rdfs:label> 

<rdfs:comment>This class holds semantic information</rdfs:comment> 

</rdfs:Class> 

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#MU"> 

<rdfs:label>MU</rdfs:label> 

<rdfs:comment>This class holds morpho-syntactic information</rdfs:comment> 

</rdfs:Class> 

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#FrameSet"> 

<rdfs:label>FrameSet</rdfs:label> 

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"> 

<rdfs:label>description</rdfs:label> 

<rdfs:comment>Holds subcategorization information</rdfs:comment> 

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Self"> 

<rdfs:label>Self</rdfs:label> 

<rdfs:comment>Specifies the properties of the head of the syntactic pattern</rdfs:comment>

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Construction"> 

<rdfs:label>Construction</rdfs:label> 

<rdfs:comment>Specifies the complementation pattern of Self</rdfs:comment>

<rdfs:subClassOf rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#PhraseElement"/> 

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SlotRealization"> 

<rdfs:label>SlotRealization</rdfs:label> 

<rdfs:comment>specifies ways the slot can be syntactically realized</rdfs:comment>

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"> 

<rdfs:label>Phrase</rdfs:label> 

<rdfs:comment>This class holds phrases</rdfs:comment>

<rdfs:subClassOf rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#PhraseElement"/>

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynFeature"> 

<rdfs:label>SynFeature</rdfs:label> 

<rdfs:comment>This class holds feature-value pairs</rdfs:comment> 

</rdfs:Class>

<!-- The following are not proper MILE lexical classes, but group information 

     by allowing association of different kinds of info to a given node in the 

     RDF realization. This needs to be looked into to see if there is a better  

     way to do this 

-->

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelativeOrderConstraint"> 

<rdfs:label>RelativeOrderConstraint</rdfs:label> 

<rdfs:comment>Groups together ordering constraint information</rdfs:comment>  

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#PhraseElement"> 

<rdfs:label>PhraseElements</rdfs:label> 

<rdfs:comment>Things that have the slot property</rdfs:comment>  

</rdfs:Class>

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"> 

<rdfs:label>RelatedSlots</rdfs:label> 

</rdfs:Class>

<!-- Properties (relations) between objects and between objects and atomic 

     values 

-->

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSynu"> 

<rdfs:label>synu</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Entry"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynU"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#example"> 

<rdfs:label>points to examples</rdfs:label> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Literal"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSyntacticFrame"> 

<rdfs:label>description</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynU"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasFrameSet"> 

<rdfs:label>frameSet</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynU"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#FrameSet"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#relatesFrames"> 

<rdfs:label>frameSet</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#FrameSet"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#specifiedBy"> 

<rdfs:label>frameSet</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#FrameSet"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#sourceSlot"> 

<rdfs:label>sourceSlot</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Literal"/> 

</rdf:Property> 

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#targetSlot"> 

<rdfs:label>targetSlot</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Literal"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSourceFrame"> 

<rdfs:label>hasSourceFrame</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/>  

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasTargetFrame"> 

<rdfs:label>hasTargetFrame</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/>  

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#selectSourcePhrase"> 

<rdfs:label>selectSourcePhrase</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"/>  

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#selectTargetPhrase"> 

<rdfs:label>selectTargetPhrase</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"/>  

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasTargetFrame"> 

<rdfs:label>hasTargetFrame</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelatedSlots"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/>  

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#correspondsTo"> 

<rdfs:label>CorrespSynUSemU</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynU"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SemU"/> 

</rdf:Property> 

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#composedBy"> 

<rdfs:label>composition</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynU"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#MU"/>

</rdf:Property> 

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSelf"> 

<rdfs:label>hasSelf</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Self"/>

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasConstruction"> 

<rdfs:label>hasConstruction</rdfs:label> 

<rdfs:comment>Used to encode MWEs</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SyntacticFrame"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Construction"/>

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasFrequency"> 

<rdfs:label>frequency</rdfs:label> 

<rdfs:comment>specifies the frequency in the corpus</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/>  

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Literal"/> <!-- number -->

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#corpus"> 

<rdfs:label>corpus</rdfs:label> 

<rdfs:comment>specifies the corpus upon which the frequency is based</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Literal"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#headedBy"> 

<rdfs:label>head of phrase</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Self"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasInternalConstruction"> 

<rdfs:label>construction</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Self"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Construction"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#orderedBy"> 

<rdfs:label>order constraints</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Construction"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#RelativeOrderConstraint"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#position"> 

<rdfs:label>construction</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Construction"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Literal"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#slot"> 

<rdfs:label>realization</rdfs:label> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#PhraseElement"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SlotRealization"/>

</rdf:Property>

<owl:FunctionalProperty rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasFunction"> 

<rdfs:label>function</rdfs:label> 

<rdfs:comment>specifies the head</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SlotRealization"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-enumerated-classes#FunctionType"/>

</owl:FunctionalProperty>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#filledBy"> 

<rdfs:label>phrase</rdfs:label> 

<rdfs:comment>specifies </rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SlotRealization"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"/>

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#lexicalizedBy"> 

<rdfs:label>lexicalizeBy</rdfs:label> 

<rdfs:comment>lexicalization of the phrase</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#MU"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSynFeature"> 

<rdfs:label>feature</rdfs:label> 

<rdfs:comment>specifies the feature-value pairs</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#Phrase"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynFeature"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSynFeatureName"> 

<rdfs:label>featureName</rdfs:label> 

<rdfs:comment>specifies the feature name</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynFeature"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-enumerated-classes#SynFeatureName"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#hasSynFeatureValue"> 

<rdfs:label>featureValue</rdfs:label> 

<rdfs:comment>specifies the feature value</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#SynFeature"/> 

<rdfs:range rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-enumerated-classes#SynFeatureValue"/> 

</rdf:Property>

<!-- Some properties for specifying ordering constraints -- to be looked into 

     for a possibly better way to handle                                      

-->

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#beforeSlot"> 

<rdfs:label>beforeSlot</rdfs:label> 

<rdfs:comment>the number of the slot occurring before in an ordering constraint specification</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Literal"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#afterSlot"> 

<rdfs:label>afterSlot</rdfs:label> 

<rdfs:comment>the number of the slot occurring after in an ordering constraint specification</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Literal"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#beforePhrase"> 

<rdfs:label>beforePhrase</rdfs:label> 

<rdfs:comment>phrase occurring before in an ordering constraint specification</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Phrase"/> 

</rdf:Property>

<rdf:Property rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#afterPhrase"> 

<rdfs:label>afterPhrase</rdfs:label> 

<rdfs:comment>phrase occurring after in an ordering constraint specification</rdfs:comment> 

<rdfs:domain rdf:resource="http://www.w3.org/1999/02/22-rdf-syntax-ns#Resource"/> 

<rdfs:range rdf:resource="http://www.w3.org/2000/01/rdf-schema#Phrase"/> 

</rdf:Property>

</rdf:RDF>
Appendix B: Sample Entries

ENTRY 1 : Full entry 

Highlighted lines refer to objects whose values are constrained in LDCR definitions (Appendix C).

<?xml version="1.0"?>

<!--  

     Sample ISLE lexical Entry for EAT (transitive), SynU only

     Abbreviated syntax version using no pre-defined objects

     2002/10/23 Author: Nancy Ide

-->

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

         xmlns:mlc="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#"

         xmlns="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#"> 

<Entry rdf:ID="eat1">

   <!-- The SynU for eat1 -->   

   <hasSynu rdf:parseType="Resource">

      <SynU rdf:ID="eat1-SynU">

         <example>John ate the cake</example>

         <hasSyntacticFrame>

            <SyntacticFrame rdf:ID="eat1SynFrame">  

               <hasSelf>

                  <Self rdf:ID="eat1Self">

                     <headedBy>

                        <Phrase rdf:ID="Vauxhave">

                           <hasSynFeature>

                              <SynFeature>

                                 <hasSynFeatureName rdf:value="aux"/>

                                 <hasSynFeatureValue rdf:value="have"/> 

                              </SynFeature>

                           </hasSynFeature>

                        </Phrase>

                     </headedBy>

                  </Self>

               </hasSelf>

               <hasConstruction>

                  <Construction rdf:ID="eat1Const">  

                     <slot>

                        <SlotRealization rdf:ID="NPsubj">

                            <hasFunction rdf:value="Subj"/>

                            <filledBy rdf:value="NP"/>                           

                        </SlotRealization>

                     </slot>

                     <slot>

                        <SlotRealization rdf:ID="NPobj">

                             <hasFunction rdf:value="Obj"/>

                             <filledBy rdf:value="NP"/>
                        </SlotRealization> 

                     </slot>

                   </Construction>

                </hasConstruction>   

                <hasFrequency rdf:value="8788" mlc:corpus="PAROLE"/>

            </SyntacticFrame> 

         </hasSyntacticFrame>          

       </SynU>

    </hasSynu>   

 </Entry>

 </rdf:RDF>

ENTRY 2 : Using LDCR categories for PHRASE 

The highlighted lines refer to pre-instantiated lexical objects. A portion of the LDCR for Phrases is given in Appendix C. The URL reference is to the actual web address where the object is instantiated.

<?xml version="1.0"?>

<!--  

     Sample ISLE lexical Entry for EAT (transitive), SynU only

     Abbreviated syntax version using no pre-defined objects

     2002/10/23 Author: Nancy Ide

-->

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

         xmlns:mlc="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.4#"

         xmlns="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.4#"> 

<Entry rdf:ID="eat1">

   <!-- The SynU for eat1 -->

   <hasSynu rdf:parseType="Resource">

      <SynU rdf:ID="eat1-SynU">

         <example>John ate the cake</example>

         <hasSyntacticFrame>

            <SyntacticFrame rdf:ID="eat1SynFrame">  

               <hasSelf>

                  <Self rdf:ID="eat1Self">

                     <headedBy 

                        rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-  datcats/Phrases#Vauxhave"/>
                  </Self>

               </hasSelf>

               <hasConstruction>

                  <Construction rdf:ID="eat1Const">  

                     <slot>

                       <SlotRealization rdf:ID="NPsubj">

                         <hasFunction rdf:value="Subj"/>

                         <filledBy rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-datcats/Phrases#NP"/>

                       </SlotRealization>

                     </slot>

                     <slot>

                       <SlotRealization rdf:ID="NPobj">

                         <hasFunction rdf:value="Obj"/>

                         <filledBy rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-datcats/Phrases#NP"/>

                       </SlotRealization> 

                     </slot>

                   </Construction>

                </hasConstruction>   

                <hasFrequency rdf:value="8788" mlc:corpus="PAROLE"/>

            </SyntacticFrame> 

         </hasSyntacticFrame>          

       </SynU>

    </hasSynu>   

</Entry>

 </rdf:RDF>

ENTRY 3 : Using LDCR categories for CONSTRUCTION 

The highlighted lines refer to a pre-instantiated Construction object. A portion of the LDCR for Constructions is given in Appendix C. The URL reference is to the actual web address where the object is instantiated.

<?xml version="1.0"?>

<!--  

     Sample ISLE lexical Entry for EAT (transitive)

     Abbreviated syntax version using pre-defined construction

     2002/10/23 Author: Nancy Ide

-->

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

         xmlns:mlc="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#"

         xmlns="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#"> 

<Entry rdf:ID="eat1">

   <!-- The SynU for eat1 -->

   <hasSynu rdf:parseType="Resource">

      <SynU rdf:ID="eat1-SynU">

         <example>John ate the cake</example>

         <hasSyntacticFrame>

            <SyntacticFrame rdf:ID="eat1SynFrame">  

               <hasSelf>

                  <Self rdf:ID="eat1Self">

                     <headedBy 

                      rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-datcats/Phrases#Vauxhave"/>

                  </Self>

               </hasSelf>

               <hasConstruction 

                rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-datcats/Constructions#TransIntrans"/>
               <hasFrequency rdf:value="8788" mlc:corpus="PAROLE"/>   

            </SyntacticFrame> 

         </hasSyntacticFrame>          

       </SynU>

    </hasSynu>

 </Entry>

 </rdf:RDF>

Appendix C: LDCR definitions

Sample LDCR entries specifying enumerated values for SynFeatureName, etc. The specification uses the Ontology Web Language (OWL) to list valid values for objects of the defined class. 

<!--   

       Enumerated classes for ISLE lexical entries  

       v 0.1 2002/10/23 

       Author: Nancy Ide

-->

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

         xmlns:owl ="http://www.w3.org/2002/07/owl#

         xmlns:isle ="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#">

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-enumerated-classes#FunctionType">

<owl:oneOf> 

   <rdf:Seq>

      <rdf:li>Subj</rdf:li> 

      <rdf:li>Obj</rdf:li> 

      <rdf:li>Comp</rdf:li> 

      <rdf:li>Arg</rdf:li> 

      <rdf:li>Iobj</rdf:li> 

   </rdf:Seq>

</owl:oneOf> 

</rdfs:Class> 

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-enumerated-classes#SynFeatureName">

<owl:oneOf> 

   <rdf:Seq>

      <rdf:li>tense</rdf:li> 

      <rdf:li>gender</rdf:li> 

      <rdf:li>control</rdf:li> 

      <rdf:li>person</rdf:li> 

      <rdf:li>aux</rdf:li> 

   </rdf:Seq>

</owl:oneOf> 

</rdfs:Class> 

<rdfs:Class rdf:about="http://www.cs.vassar.edu/~ide/rdf/isle-enumerated-classes#SynFeatureValue">

<owl:oneOf> 

   <rdf:Seq>

      <rdf:li>have</rdf:li> 

      <rdf:li>be</rdf:li> 

      <rdf:li>subject_control</rdf:li>

      <rdf:li>object_control</rdf:li>

      <rdf:li>masculine</rdf:li>

      <rdf:li>feminine</rdf:li>

   </rdf:Seq>

</owl:oneOf> 

</rdfs:Class>  

</rdf:RDF>

Sample LDCR entry for two Phrase objects

<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

         xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

         xmlns:mlc="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#">

<Phrase rdf:ID="NP" rdfs:label="NP"/>

<Phrase rdf:ID="Vauxhave">

   <hasSynFeature>

     <SynFeature>

        <hasSynFeatureName rdf:value="aux"/>

        <hasSynFeatureValue rdf:value="have"/> 

      </SynFeature>

   </hasSynFeature>

</Phrase>                       

</rdf:RDF>

Sample LDCR entry for a Construction object
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

          xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#"

          xmlns="http://www.cs.vassar.edu/~ide/rdf/isle-schema-v.6#">         

<Construction rdf:ID="TransIntrans">  

    <slot>

       <SlotRealization rdf:ID="NPsubj">

          <hasFunction rdf:value="Subj"/>

          <filledBy rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-datcats/Phrases#NP"/>

       </SlotRealization>

    </slot>

    <slot>

       <SlotRealization rdf:ID="NPobj">

          <hasFunction rdf:value="Obj"/>

          <filledBy rdf:resource="http://www.cs.vassar.edu/~ide/rdf/isle-datcats/Phrases#NP"/>

       </SlotRealization> 

    </slot>

</Construction>

</rdf:RDF>
Appendix D: The SIMPLE Ontology

General Ontology for Nouns and Verbs

1.
TELIC
[Top]
2.
AGENTIVE
[Top]

2.1.
Cause
[Agentive]
3.
CONSTITUTIVE
[Top]

3.1
Part
[Constitutive]


3.1.1.
Body_part
[Part]

3.2.
Group
 [Constitutive]

3.2.1.
Human_group
[Group]

3.3.
Amount
[Constitutive]
4.
ENTITY
[Top]

4.1
Concrete_entity
[Entity]
4.1.1
Location
[Concrete_entity]

4.1.1.1.
3_D_location
[Location]

4.1.1.2.
Geopolitical_location
[Location]

4.1.1.3.
Area
[Location] 

4.1.1.4.
Opening
[Location | Agentive]

4.1.1.5.
Building
[Location | ArtifactAgentive | Telic]

4.1.1.6.
Artifactual_area
[Location | ArtifactAgentive | Telic]

 recommended

4.1.2.
Material
[Concrete_entity | Telic]



4.1.3.
Artifact
[Concrete_entity | Agentive | Telic]

4.1.3.1.            Artifactual_material
[Concrete_entity | ArtifactAgentive | MaterialTelic]

4.1.3.2.
Furniture
[Concrete_entity | ArtifactAgentive | Telic] 

4.1.3.3.
Clothing
[Concrete_entity | ArtifactAgentive | Telic]

4.1.3.4.
Container
[Concrete_entity | ArtifactAgentive| Telic]

4.1.3.5.
Artwork
[Concrete_entity | ArtifactAgentive]

4.1.3.6.
Instrument
[Concrete_entity | ArtifactAgentive | Telic]

4.1.3.7.
Money
[Concrete_entity | ArtifactAgentive | Telic] 

4.1.3.8.
Vehicle
[Concrete_entity | ArtifactAgentive | Telic]

4.1.3.9.
Semiotic_artifact
[Concrete_entity | ArtifactAgentive| Telic]



4.1.4.
Food
[Concrete_Entity| Telic]

4.1.4.1.
Artifact_Food
[Concrete_entity | ArtifactAgentive | FoodTelic]




 recommended

4.1.4.2.
Flavouring
[Concrete_entity | FoodTelic]






 recommended

4.1.5.
Physical_object
[Concrete_entity]0

4.1.6.
Organic_object
[Concrete_entity]

4.1.7.
Living_entity
[Concrete_entity]

4.1.7.1.
Animal
 [Living_entity]

4.1.7.1.1.
Earth_animal
 [Animal]  recommended

4.1.7.1.2.
Air_animal
[Animal]  recommended

4.1.7.1.3.
Water_animal
[Animal]  recommended

4.1.7.2.
Human
 [Living_entity]

4.1.7.2.1.
People
[Human]

4.1.7.2.2.
Role
[Human]

4.1.7.2.2.1
Ideo
[Role]

4.1.7.2.2.2
Kinship
[Role]

4.1.7.2.2.3
Social_status
[Role]

4.1.7.2.3.
Agent_of_temporary_activity
[Human | Agentive]

4.1.7.2.4.
Agent_of_persistent_activity
[Human | Telic]

4.1.7.2.5.
Profession
[Human | Telic]

4.1.7.3.
Vegetal_entity
[Living_entity]

4.1.7.3.1.
Plant
[Vegetal_entity]

4.1.7.3.2.
Flower
[Vegetal_entity]

4.1.7.3.3.
Fruit
[Vegetal_entity]

4.1.7.4.
Micro-organism
[Living_entity]

4.1.8.
Substance
[Concrete_entity]

4.1.8.1.
Natural_substance
[Substance]

4.1.8.2.
Substance_food
[Substance | FoodTelic]  recommended

4.1.8.3.
Drink
[Substance | Telic]  recommended

4.1.8.3.1         Artifactual_drink
[Substance | ArtifactAgentive | DrinkTelic]  recommended

4.2.
Property
[Entity]

4.2.1.
Quality
[Property]

4.2.2.
Psych_property
[Property]

4.2.3.
Physical_property
[Property]

4.2.3.1.
Physical_power
[Physical_property]  recommended

4.2.3.2.
Color
[Physical_property]  recommended

4.2.3.3.
Shape
[Physical_property]  recommended

4.2.4.
Social_property
[Property | Agentive]  recommended 

4.3.
Abstract_entity
[Entity]

4.3.1.
Domain
[Abstract_entity]

4.3.2.
Time
[Abstract_entity]

4.3.3.
Moral_standards
[Abstract_entity]  recommended

4.3.4.
Cognitive_Fact
[Abstract_entity | Agentive]

4.3.5.
Movement_of_thought

[Abstract_entity | Agentive]

4.3.6.
Institution
[Abstract_entity | Agentive | Telic]

4.3.7.
Convention
[Abstract_entity | Agentive]  recommended

4.4.
Representation
[Entity | Agentive | Telic]

4.4.1.
Language
[Representation]

4.4.2.
Sign

[Representation]

4.4.3.
Information
[Representation]

4.4.4.
Number
[Representation]  recommended

4.4.5.
Unit_of_measurement
[Representation]

4.5.
Event
[Entity]
4.5.1.
Phenomenon
[Event]
4.5.1.1.
Weather_verbs
[Phenomenon]  recommended

4.5.1.2.
Disease
[Phenomenon | Agentive]  recommended

4.5.1.3. Stimuli
[Phenomenon | Agentive]  recommended

4.5.2.
Aspectual
[Event] 
4.5.2.1.
Cause_aspectual
[Aspectual | CauseAgentive] 
4.5.3.
State (event type=state)
[Event] 
4.5.3.1.
Exist
[State]
4.5.3.2.
Relational_state
[State]
4.5.3.2.1.
Identificational_state
[Relational_state]  recommended

4.5.3.2.2.
Constitutive_state
[Relational_state]  recommended

4.5.3.2.3.
Stative_location
[Relational_state]  recommended

4.5.3.2.4.
Stative_possession [Relational_state]  recommended

4.5.4.
Act
[Event] (event type=process)
4.5.4.1.
Non_relational_act
[Act]
4.5.4.2.
Relational_act
[Act]
4.5.4.2.1.
Cooperative_activity
[Relational_act | Agentive]  recommended

4.5.4.2.2.
Purpose_act
[Relational_act | Telic]  recommended

4.5.4.3.
Move
[Act] 
4.5.4.3.1
Caused_motion
[Move | CauseAgentive] 
4.5.4.4.
Cause_act
[Act | CauseAgentive] 
4.5.4.5.
Speech_act [Act]
4.5.4.5.1.
Cooperative_speech_act [Speech_Act]  recommended

4.5.4.5.2.
Reporting_events [Speech_Act | Telic]  recommended

4.5.4.5.3.
Commissives [Speech_Act | Telic]  recommended

4.5.4.5.4.
Directives [Speech_Act | Telic]  recommended

4.5.4.5.5.
Expressives [Speech_Act | Telic]  recommended

4.5.4.5.6.
Declaratives [Speech_Act | Telic]  recommended

4.5.5.
Psychological_event
[Event]
4.5.5.1.
Cognitive_event
[Psychological_event]
4.5.5.1.1.
Judgment
[Cognitive_event | Telic] recommended

4.5.5.2.
Experience_event
[Psychological_event | Agentive]
4.5.5.2.1.
Caused_Experience_event
[Experience_event | CauseAgentive]
4.5.5.3.
Perception
[Psychological_event] 
4.5.5.4.
Modal_event
[Psychological_event | Telic]

4.5.6.
Change
[Event] (event type=transition)
4.5.6.1.
Relational_change
[Change | Agentive]

4.5.6.1.1.
Constitutive_change
[Relational_change | Agentive]  recommended

4.5.6.1.2.
Change_of_state
[Relational_change | Agentive]  recommended

4.5.6.1.3.
Change_of_value
[Relational_change | Agentive]  recommended

4.5.6.2.
Change_possession
[Change | Agentive] 
4.5.6.2.1.
Transaction
[Change_possession] 
4.5.6.3.
Change_of_location
[Change | Agentive] 
4.5.6.4.
Natural_transition
[Change| Agentive] 

4.5.6.5.
Acquire_knoweldge
[Change| Agentive]
4.5.7.
Cause_Change
[Event | CauseAgentive]
4.5.7.1.
Cause_relational_change
[Cause_change]
4.5.7.1.1.
Cause_constitutive_change
[Cause_Relational_change]  recommended

4.5.7.1.2.
Cause_change_of_state
[Cause_Relational_change]  recommended

4.5.7.1.3.
Cause_change_of_value
[Cause_Relational_change]  recommended

4.5.7.2.
Cause_ change_location
[Cause_Change] 

4.5.7.3.
Cause_ natural_transition
[Cause_Change] 
4.5.7.4.
Creation
[Cause_Change] 
4.5.7.4.1.
Physical_creation
[Creation]  recommended

4.5.7.4.2.
Mental_creation
[Creation]  recommended

4.5.7.4.3.
Symbolic_creation
[Creation]  recommended

4.5.7.4.4.
Copy_creation
[Creation]  recommended

4.5.7.5.
Give_knoweldge
[Cause_Change | Telic]
General Ontology for Adjectives

1.
INTENSIONAL
[Top]

1.2.
Modal
[Intensional]
1.3.
Temporal
[Intensional]
1.4.
Emotive
[Intensional]
1.5.
Manner
[Intensional]
1.6.
Object-related
[Intensional]
1.7.
Emphasizer
[Intensional]
2.
EXTENSIONAL
[Top]

2.1.
Physical_property
[Extensional]
2.2.
Psychological_property
[Extensional]
2.3.
Social_property
[Extensional]
2.4.
Temporal_property
[Extensional]
2.5.
Intensifying_property
[Extensional]
2.6.
Relational_property
[Extensional]
Appendix E: EuroWordNet Top Ontology

Top0

1stOrderEntity1
2ndOrderEntity0

Origin0


Natural21


Living30



Plant18



Human106



Creature2



Animal23

Artifact144
Form0


Substance32


Solid63


Liquid13


Gas1

Object162
Composition0


Part86

Group63
Function55


Vehicle8

Representation12



MoneyRepresentation10



LanguageRepresentation34



ImageRepresentation9


Software4


Place45


Occupation23


Instrument18


Garment3


Furniture6


Covering8


Container12


Comestible32


Building13


SituationType6


Dynamic134



BoundedEvent183



UnboundedEvent48


Static28



Property61



Relation38

SituationComponent0


Cause67



Agentive170



Phenomenal17



Stimulating25


Communication50


Condition62


Existence27


Experience43


Location76


Manner21


Mental90


Modal10


Physical140


Possession23


Purpose137


Quantity39


Social102


Time24


Usage8



3rdOrderEntity33
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Figure 2: The sense indicators database
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� ISLE Web Site URL: lingue.ilc.pi.cnr.it/EAGLES96/isle/ISLE_Home_Page.htm


� For the list of the 70 semantic relations available in EuroWordNet cf. Vossen, 1999.


� We refer here to the examples already used in the Survey of Available Lexicons (…).


� In the PAROLE specifications a larger set of syntactic functions, a sort of edited union with nearly 40 relations is available (see PAROLE-Syntax Specifications pag. xx).


� As already noted there exist some marked contexts where the verb can stand alone: let consider, e.g., you are influenced by advertising and buy.


� In Italian, structures subject raising only exist.


� The event linked to the Preddestroy can be, indeed, instantiated both as la distruzione della città da parte dei nemici (the destruction of the city by the enemies) and i nemici distruggevano la città (enemies destroyed the city).


� Even if it should be taken into account that not always members of a same set of synonyms can be perfectly interchangeable.


� Selecting the type Human for the agent of the Predeat excludes Animal, whereas Living_Entity covers also undesiderable Vegetal_Entity.


� As instantiated in the ItalWordNet databases (Roventini et al, 2002).


� The SIMPLE model allows to encode collocations as relations between semantic units: collocates (potente, farmaco) means that the typically accompanying noun of the adjective potente in the sense of effective is farmaco, in the sense of drug. 





� Some of them present, indeed, diverging surface realizations, being the argument implicit or contained in the lexical head in one language – ‘shadow’ argument –  and explicit in another.


� Interlingua-based approaches tend to deal with translation at a high level of abstraction, decomposing meaning in more and more simple elements, in such a way that it is as independent as possible from language instantiations. The level of predicate is deemed to constitute the suitable place for such decomposed representation of meaning and the SIMPLE correspondences can play as rules for generating, from abstract conceptual/semantic descriptions, the correct concrete realizations in the different languages. 


� Anyway,  mapping rules are needed to generate from the interlingual representation the correct surface realizations.
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