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Abstract

CLIPS 1s a multi-layered Italian computational lexicon based on the PAROLE-SIMPLE model. In this paper we briefly recall the main
characteristics of the model and devote our attention to issues emerging from the encoding of large quantities of data, especially in
relation to those types of syntactic and semantic information specific to our lexicon and that reflect mnovative features of the
underlying model. At syntactic level, we show how altemating structures may be encoded in a hnguistically more elegant way by
using framesets. We 1llustrate the connection between syntactic and semantic information, and show how the SIMPLE Italian lexicon
approach to predicate selection has been refined in CLIPS. At semantic level, we illustrate the richness of information types encoded in
a word sense description and the way such a wealth of data can be exploited. We stress 1n particular the expressive power of the

Extended Qualia Structure yet mentioning some of its problematic aspects.

We show that queries on qualia relations allow to retrieve

lexical collocates, to extract domain specific nformation, semantic networks, and help imterpreting modifying PPs in complex
nominals. Finally, we show that features, which cut across the type hierarchy, have a stronger expressive power with respect to

semantic types m identifying selectional preferences.

1. Introduction

CLIPS is a three-year Italian national project which
started in 2000 and whose overall objective 1s to build
core, generic, large scale and reusable textual and lexical
resources. On the one hand, CLIPS aims at meeting a
crucial requirement of speech understanding by creating a
phonic archive based on a corpus of spoken Italian. On
the other hand, a significant part of this project is devoted
to developing, in a joint project between ILC and
Tha:musz, a flexible knowledge base of lexical data
annotated with information relevant to NLP applications
and regarding the various levels of linguistic descnptmn
At the end of the project, the CLIPS lexical resource” will
consist of 55,000 lemmas encoded at phonological,
morphological and syntactic level and of 55,000
semantically encoded word senses. Out of this overall
number, ILC 1s responsible for the treatment of 30,000
lemmas and 30,000 word senses. So far, 22.000 lemmas
have been encoded at syntactic level and 21,000 word
senses are assigned a semantic description.

The theoretical and representational model on w!
CLIPS is grounded has proved its validity in a three- P

EC program: the PAROLE and SIMPLE projects .
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Corpora e Lessict di Italiano Parlato e Scritto’.
* Italian Consortium for Multilingual Documentary

The CLIPS homepage is under
http /fwww ilc.cnr.it/

The first step: the MLAP PP-PAROLE project dealt with the
claboration of the linguistic specifications. LE-PAROLE thus
developed generic, multifunctional and re-usable harmonised
written language resources for 12 European languages. The
program third phase consisted in the LE-SIMPLE project which
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will limit ourselves here to recall briefly the main
characteristics of the PAROLE-SIMPLE model which has

been presented at the previous LREC conferences’ .

The theoretical model which underlies the information
encoded 1n the lexica 1s grounded on the EAGLES project

recommendations’, and on the extended GENELEX’
model. The linguistic specifications get also inspiration
from the results of EUROWORDNET', ACQUILEX and
DELIS EC semantic projects. At semantic level,
SIMPLE implements and extends major aspects of

Generative Lexicon (GL) theory . PAROLE-SIMPLE
linguistic guidelines are implemented in the GENELEX-
PAROLE Entity/Relationship representational model
which provides a flexible and modular lexicon
architecture and an explicit descriptive language. The
information encoded at the different descriptive levels is
mutually independent, although the three layers are
connected. Entries may be related by a one-to-one, one-
to-many or many-to-one links. A morphological unit is
linked to one or more syntactic units which share the
same morphological properties. A syntactic unit
(henceforth, SynU) , on the other hand, is associated with
one or more semantic units (henceforth, SemU)

depending on the number of meanings that a syntactic

amed at  building  wide-coverage and  multipurpose
computational semantic lexica linked to the morphological and
gyntactic ones elaborated during the previous phase.
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